A NOTE ON COMBINED INTERBLOCK AND INTRABLOCK ESTIMATION
IN INCOMPLETE BLOCK DESIGNS!

By D. A. SerorT

1. Introduction. In some experiments it is necessary to use incomplete block
designs in order to keep the block size small. One example is the balanced in-
complete block design [1], in which every variety occurs in r blocks and every pair
of varieties occurs in A blocks. Thus it is possible to estimate a variety difference
v; — v; in the A'blocks containing both varieties, but estimates of »; — v; from
any other blocks will be confounded with blocks. The former estimates (free
from block effects) are the intrablock estimates denoted by #; (or #; — ; for the
differences) and are obtained by minimizing

2 Wi — u — vi — by,
where y;; is the observation corresponding to variety ¢ in block j and is
an N(u + v; + b;, ¢°) variate.

If the block effects b; are random N (0, o) variates and are small, it is possible
to extract information about variety differences from blocks which do not con-
tain both varieties. This gives rise to interblock recovery of information and the
interblock estimates v; discussed in [9]. The interblock estimates are obtained
by minimizing

Z:‘{ Zi(yij — M Ui)}2,
where the yi; are N(u + v:, o3 + o°) variates. When the recovery of inter-
block information was first discussed [9], the interblock and intrablock estimates
were combined to form the “best combined estimate’ v; , the linear combination
of 9; and v7 having minimum variance; that is,

(1.1) o = ps(var v7) + vi (var vz)
’ * var ¥; + var v1

The variance of v} defined in this way is
(var vi )(var 3;)/(var vi + var 9;).

However, it can be shown, [4], [8], that the best combined linear estimates
(that is, estimates which are linear functions of the observations, are functions
of intrablock and interblock information, and have minimum variance) can be
found by minimizing

12) W 2. <yz‘f - H” me) 4+ ka—, 2o 120 i — w— vi}?,
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634 D. A. SPROTT

where W = 1/¢*, W' = 1/(ko3 + ¢°), and D (j)v; is the sum of the variety effects
of varieties contained in block b; . (Setting W’ = 0 will give the intrablock equa-
tions and setting W = 0 will give the interblock equations.) Let the combined
estimates found by minimizing (1.2) be denoted by v¥. There have thus been
presented two possible methods of finding the best combined estimate of v; ;
we shall denote them by Method 1 (yielding 1) and Method 2 (yielding v¥).
Method 1 was the one first used [9] and is used in [5] and [6], all in connection
with the balanced incomplete block design.

It is the purpose of this paper to show that Methods 1 and 2 are not the same
(vi # v¥) in general; therefore Method 1 does not of itself yleld the best com-
bined estimate. The conditions for v; = ¥ and (v; — ;) = v¥ — o} will be de-
rived, and the resulting designs will be balanced or special cases of partially
balanced incomplete block designs [3], such as group-divisible designs [2].

2. Formation of the estimates. Suppose that there are » varieties occurring in
b blocks of k distinet varieties each, so that each variety occurs r times and
varieties v; and v; occur together \;; times. The intrablock estimates #; are ob-
tained by minimizing
2 (Wis — w — vi — b))’
with respect to u, v;, and b;, subject to the restrictions > v; = D, b, = 0
After eliminating the b; and u, the resulting equations are

c=kV,—T; = 7'(]0 - 1)1)1 Z>‘1MUM7

B

where V; is the sum of the observations containing variety v; , and T'; is the sum
of the block totals (B;) of all blocks containing variety v; . Since the v; sum to
zero, v, can be replaced by — (1 + v + - -+ + v,1), the resulting equation being

C; = T(k - 1) + )\w E ()\w )\iv)i)‘nr

e

where ¢; = kV; — T as before. This is a set of (v — 1) equations for 4, , 9,
, #»_1 , and they can be written in the matric form

C = AV, where A = (as;),
(2.1) aij = — (\ij — Na),
ai =71k — 1) + .
Similarly, the interblock estimates v; are obtained by minimizing
; (Bj — ku — (72): 0i?2, (2 v = 0),
where B; is the sum of the observations for block b; and D ;v; is the sum of the
variety effects of varieties contained in block b; . The resulting equations are

C; = m)z Z )\wvu;
BT
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-~ . n
where & = T; — rkfi, mfi = D_y:; . Since > _v; = 0, we get, as before,
n = "’
/
= (r — Ne)vi + Z Niw = Nid)vu,
pET

This is a set of (» — 1) equations for v, v3, -+- , vy, and they can be
written in matric form:

¢ = Av”, where A = (d;),
(22) G = ()\u )\w)y
Gii =7 — Aiw -

Using Method 2 the combined estimates v’f are found by minimizing
w2 (y; - % — v+ Z‘” v’) + — Z (B; — ks — 2 v3)".
o @

The resulting equations for of, v3, - - - , v*%_; can be shown to be
(2.3) W€ — AV*) + W'(C — AV*) = 0.
Using Method 1, the best linear combination of the estimates V and V” is
= (K)V + (1 — K)V”,

where (K,) is the diagonal matrix

(e T ers)
var vi + var fi/

3. Condition for the equivalence of Methods 1 and 2 for all variety estimates.
If Methods 1 and 2 both produce the same combined estimate then

VE=V' = K)V + 1 — K)V".
Substituting this expression for V* into (2.3), we get
W{C — AK)V — Al — K)V"} + W' {C — A(K)V — A(1 — K)V"} =0
Noting that C = AV and ¢ = AV”, this becomes
W{AV — A(K)V — A(l — K)V"}
+ W{AV” — A(K)V — A1 — K)V"} = 0;
that is,
WA(L — K) — WAKV — [WAQ — K;) — WAK)V" = 0.

Because the intrablock estimates are statistically independent of the inter-
block estimates, there cannot be a linear relation connecting the 4§ and the »”.

Hence
WA — K;) — WAK)V = 0.



636 D. A. SPROTT

Butaswv,, ., -+, v, are linearly independent, there cannot be a linear relation
involving &, , 9z, ++- , 61 . Therefore

WAl — K,) = WAK,).
Since W and W’ are scalar constants, multiplying the matrices together and
equating the corresponding entries gives

Waii(l — K;) = W'aiK;,
where K; and (1 — K j)" are entries from the corresponding diagonal matrices;

consequently, a;; = m;d;; , where m; is a constant depending only on 7. Sub-
stituting the appropriate expressions from (2.1) and (2.2) for a.; and @;; gives

=i = M) = miQ\ij — Nw);
that is,
)\,;j = Niv (all 'l,) or m; = —-1.

However, we also have a;; = m;i;; , that is,
r(k — 1) + Njp = mi(r — Ap),

and therefore m; = ~—1 is impossible. Hence

3.1) Nij = v for all 7 and 7.
But
L4 »—1
Dhw=rlk—1); D hp=rl—1) — N
p=1 p=1
BFET BFE
»—1
= 2 i because of (3.1)
=1
ot
= — 2.

Thus Ay = A = r(k — 1)/(@ — 1) = constant for all <. Therefore all
Aij =1k — 1)/ — 1) =,

and the design is completely balanced. Consequently, only for balanced incom-
plete blocks designs is v; = v} for all varieties.

4. Estimates of variety differences.

TurEOREM. In an incomplete block design (v, b, r, k, \:;) a necessary and sufficient
condition that there exist a subset of varieties vy, vz, - -+ ,0q , such that (v; — v;) =
WF — o) fori,j = 1,2, -, a, s that all pairs v; , v; occur together a constant
number A, of times, and that any other variety v, occur a constant number \, of
times with vy, va, *++ , Vg .

Proor. First, equations analogous to those of Section 2 must be derived for
the intrablock and interblock estimates of variety differences. Thus

e = r(k — 1)D: — D Nidy ;
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and as >N = r(k — 1), we have

0=rk — Do — 2 Nigha -
Subtracting,

It

ci =1k — 1)@ — 9a) — 2 Nu(Bu — D)
B

= T(k - 1)3; - Z )\ius‘t,

e
where 9; — 9, = §;. Therefore
Ci — C; = T(k - 1)(31 - Sz) - Z )\lusn + Z Aiugn
Bl B
= [k — 1) + M6 — &) — > O — )\iu)sﬂ'

w10
A

This is a set of v — 1 equations for §;, -+ , dac1 , g1, * - 5, ; they can be writ-
ten in the partitioned matric form

Dl Al Ag Al
(4.1) = N
D, Az A4/ \A:
where D, is the column vector (¢, — ¢;), 2 = 2,3, -+, @, and D, is the column

-

vector (¢, — ¢),t =a+ 1,6+ 2, -+ ,v; Arand A are the corresponding column
vectors of estimates; also,

Ay = (a};}), whereal; = — [r(k — 1) + i,
a1 = [r(k — 1) + A,
ain = — (O — A, ut=238+-,a,
(note that 8, = 0);
Ay = (a¥;),  where af, = —(\w — i),
;1 =2,8,---,a,u=0a+1,a+2,---,v
A; = (d};), whereal; = [r(k — 1) + \a,
@i = — O — M),y
ti=a+lLa+2 ---,0,u=23,---,0.
Ay = (a3;), where ai; = —[r(k — 1) + A,
diw = — M — M),
thyu=a-+1 -+ 0
The corresponding equations for the interblock estimates can be formed:
G = rvﬁ' + Z Ninls s

pFET
4

V4 "
rkve = ™. + Z NiwVa,
i
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since Z\;, = r(k — 1). Therefore,
C: — rkvf,' = 7‘61’, + Z Nig 5,’:,
B
and

G— = (r —M)GT — 87) + 2 (A — i,

. B#i,1
Writing this in matric form,

<D1> <gl Jz) <A11,>
(4.2) =1 _ .
D, As A,/ \Ay

where the A matrices are formed from the corresponding A matrices by replacing
r(k — 1) by r and A\;; by —X;; . Thus, for example,

A, = (ai;), wheredi; = —(r — )
611‘1 = (7‘ - >\1i)
d}u: ()\lp_)\in)y i:#=2)37”')a;

also, A, = —4,.
Using Method (2), the combined estimates 6 satisfy the equations (analogous
to (2.3)):

G- ()G 1G)-G )G
“3) W - el )=, L) =0
D2 A3 A4 A2 D2 A3 A4 A2

The theorem requires that (; — v;)’ = (F — oF) for ¢ < a; that is,
AT = (K)A, + 1 - Ki)Alll,
where (K,) is the diagonal matrix
((01 — o) var (v — i) + (o1 — of) var (6 — 61’))

var (6, — 9;) + var (v — v;)

This expression can be substituted into (4.3) and the matrices multiplied to-
gether. Noting from (4.1) and (4.2) that

Dy = A, + 4By, Dy = A + A,
and ‘
D, = A:A7 + 4,85, D, = a7 + 447,
and rearranging the terms as in Section 3, we get

(WAl — K,) — WALK)} (AL — AY) + WAR, + W AA3

44
4 — (WA, + WAy)AT = 0,
“s) (WA;(1 — K;) — W ALK} (A& — A7) + WAL, + WAA7

‘ — (WA, + W’A)Ay = 0,
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These equations must hold for arbitrary W and W’. Because 4, = — A4, , letting
W = W’ eliminates the term A3 from (4.4). Hence A, = A, = 0, for otherwise
there would be a linear relation connecting A, and A3. Equation (4.4) now has
the form of those equations considered in Section 3; thus

1 ~1
Q;; = M;Qij5 .
Combining these results gives

Ap = A t=12 - aqu=a+1,a+2 ---,v
and
Ay = Ny, Lp=23-,a

However, the choice of variety 1 in forming the equations involving ¢; — ¢; was
arbitrary, any variety v; in the setv;,v., - -+ , v, being possible. Consequently,
any two varieties v; and v; from this set occur a constant number \,, of times
together, and any other variety v, occurs a constant number A\, of times with
each of the varieties vy, v, -+, ¥, .

SpEcIAL CASES.

TaeoreM. In a partially balanced incomplete block design, a mnecessary and
sufficient condition for (v; — v;)’ = v¥ — v} for any two mth associates v; and
v;1s pi; = 0; that is, the matrix P, is the diagonal matriz (p7:).

Proor. Let v; and v, be mth associates; hence they occur \,, times together.
The ¢th associates of »; occur A; times with »; and therefore by the preceding
theorem must also occur A; times with v, , and so are 7th associates of v, . Thus
the number of 7th associates common to v; and v, is the total number of 7th
associates of v; (or vz); that is,

Yy —
Pis = Nyq .

Since
le,lni = 7L1('L # m)) Zl pz) = Ny — 1,
i J=

we have p}, = 0 for7 = j.

Conversely, if p7; = 0, then the number of 7th associates common to both
v; and v, (where v; and v, are mth associates) is n; , so that any 7th associate of
vy is also an ¢th associate of v, . This means that any v; not an mth associate
of v; or v, occurs \; times with »; and v, and with all other varieties in the mth
associate class. Hence by the preceding theorem the difference between any two
mth associates can be estimated either by Method (1) or (2).

COROLLARY. If there are only two associate classes, the resulting design vs group
diviszble.

ProorF. pi; = 0(; # 7). Therefore,

ny 0
P2= )
0 n—1

which is sufficient to ensure group divisibility [2].
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For the group-divisible design, using the usual notation [5), if »; and v; are
second associates, var (v; — vj) = 2kBgo/W'A" = 2k/W'AY, since pi = 0,
and var (9; — 9;) = 2k/WA;; . The variance of the combined estimate as found
by Method (1) is, consequently,

2/ W' AT:) (2k/WA) _ 2k _ 2k _ 2kBj,
/WAL, + 2k/WAn ~ WA+ WAL A &

which is the variance of the combined estimate as found by Method (2). It can
easily be verified that this is not true for first-associate variety differences.

Consider the case of four associate classes, where pi; = 0 (z # 7). Using the no-
tation of [7], and noting that in this case Ay = Ay = Ay = 0 ([7], p. 134),
the variance of the combined estimate found by Method (2) is

Var vF — v}) = 2k/A1 = 2k/ (WA + WAL,
where v; and v; are 4th associates, and Aly = r — \. Thus
2k/ A1y = 2k/ (WA + WAL

_ (2k/WAw) (2k/W' At
2k/NAw + 2k/WAY,’

which is the variance of the combined estimate as found by Method (1), since
”

var (0; — ;) = 2k/WAw ([7], pp. 129-130), and by analogy var (v; — v}) =
2%/ W' Als.

5. Estimates of subsets of varieties. Section 4 showed that it is possible
sometimes to obtain combined estimates of certain subsets of variety differences
by either Method (1) or Method (2). Obviously, if Methods (1) and (2) give the
same results for all variety differences, the design is completely balanced. This
introduces the question as to whether there exists a design for which it is possible
to obtain the best combined estimate either by Method (1) or Method (2) for a
subset of varieties and not for the remaining varieties.

TaroREM. If, in an incomplete block design (v, b, r, k, Ns;), vi = vf for 1,2, « -,
a, then all varieties occur the same number of times with varieties vy, va, + - , v, .

Proor. Equation (2.3) can be written, using the methods of Section 4,

<01 <A1 A2> (Vi") <C*l> <ﬁl fL> <Vi">

w —_ + IV, B _ B B —_ 0’
C, As A \V¥ C, A, A)\V3
where

Cy = A\ V1 + AV, Co = AV + ALV, ,
Ci = A,V1 + A,V3, C, = A4,V1 + A3,
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and V¥ = Vi = (K)Vi + (1 — K,)V1. Substituting these values back into
the equation, we get
WAL — Ki) — WAK)V: — WA — K) — WKV

+ WAV + WAV — (WAs + WA)VE = 0,
WAy(1 — Ki) — W ALKV, — [WA;,(1 — K) — W AK)VY
+ WAV, + WAVY — WA+ WAYVE = 0.

As in Section 4, these equations must hold for all W and W’, and hence must be
true for W = W’. When this is so, the term in V5 disappears in (5.1), since
Ay = —A,. But Vi, Vo, Vi, and V3 cannot be linearly related, and so
A, = 4, = 0; because these matrices do not contain W or W', they must there-
fore always be 0. Then

(5.1)

(5.2)

WA(1 — K) = WA(K.),
and the same arguments as those used in Sections 3 and 4 can be applied. Thus

>\1'i=)\iv, 7::1,2,"',a,j=a+1’a+2’...’v,
and
>\ij=>\‘57y 7:=1,2,"',a’j=1,2,...’a‘

This means that any variety v, occurs a constant number of times with v,
Vs, -+, Vs, since we can show (as at the end of Section 3) that A, = constant
forz = a.
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