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Process monitoring and fault diagnosis (PM-FD) has been an active research field since it plays important roles in many industrial
applications. In this paper, we present a novel data-driven fault diagnosis algorithm which is based on the multivariate dynamic
time warping measure. First of all, we propose a Mahalanobis distance based dynamic time warping measure which can compute
the similarity of multivariate time series (MTS) efficiently and accurately. Then, a PM-FD framework which consists of data
preprocessing, metric learning, MTS pieces building, and MTS classification is presented. After that, we conduct experiments
on industrial benchmark of Tennessee Eastman (TE) process. The experimental results demonstrate the improved performance of
the proposed algorithm when compared with other classical PM-FD classical methods.

1. Introduction

With the development of automation degrees in industrial
area, the modern system has becomemore andmore compli-
cated. Processmonitoring and fault diagnosis is one of impor-
tant building blocks ofmany operationmanagement automa-
tion systems. To strengthen safety as well as reliability in the
industrial process, PM-FD has been a hot area of research in
industrial field in the past decades [1, 2]. Recently, most of
the PM-FDmethods could be divided into two categories [3].
They are model-based PM-FD approaches and data-driven
PM-FD approaches. The model-based PM-FD techniques
include observer-based approach [4], parity-space approach
[5], and parameter identification based methods [6]. In these
approaches, some models of automation systems are built to
detect the occurrence of fault. One advantage of these PM-
FD approaches is that these models are independent of the
application. They can predict as well as diagnose the impacts
of faults. However, these system models are always based on
human expertise or a priori knowledge [7]. Different from
hand-built model, data-driven PM-FD algorithms detect and

diagnose fault directly by measuring data. Thus, the data-
driven PM-FD approaches catch the attention of numerous
scholars in application and research fields [8, 9].

There are many data-driven PM-FD approaches in lit-
eratures. One of the most basic and famous methods is
principal component analysis (PCA) [10, 11]. PCA is a
statistical method which preserves the principal components
and reduces the less important dimensions. The principal
components are converted from original data using orthogo-
nal transformation. PCA is regarded as a powerful tool. And it
is widely used in various practical applications due to its effi-
ciency in processing data with high dimensions. Many PM-
FD approaches are derived from the basic PCA algorithm.
In [12], the authors propose a modified PCA method which
can deliver an optimal fault detection under given confidence
level. In [13], a dynamic PCA (DPCA) is proposed to dealwith
autocorrelation of process variables. Another improved PCA
algorithm is named as multiscale PCA (MSPCA) [11]. This
method uses wavelets to decompose the individual sensor
signals into approximations and details at different scales.
Then, a PCA model is constructed to extract correlations
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at each scale. Another powerful statistical method in fault
detection and diagnosis is partial least squares (PLS) [14–
16]. The main idea of PLS is to identify a linear correlation
model by utilizing covariance information to project the
observable data as well as predicted data into a new space.
Standard PLS often requires numerous components or latent
variables, which may be useless for prediction. To reduce
false alarm and missing alarm rates, the total projection to
latent structure (TPLS) approach [15] improves the PLS by
further decomposing the results of standard PLS algorithm
on certain subspaces. Another alternative modified version
is the so-called MPLS [16]. This method firstly estimates the
correlation model in the least-square sense and then further
performs an orthogonal decomposition on measurement
space. It is worth noting that PCA, PLS, and their modified
versions are all based on the assumption that the measure-
ment signals followmultivariateGaussian distribution.When
dealing with the signals with non-Gaussian distribution,
independent component analysis (ICA) [17] is a good choice.
The basic idea of ICA is to decompose the measurement sig-
nal as a linear combination of non-Gaussian variables which
are named as ICs. A modified version (MICA) [18] gives a
unique solution of ICs. At the same time, theMICAalgorithm
improves the computation efficiency compared with the
standard ICA.There are alsomany other PM-FD approaches,
including fisher discriminant analysis (FDA) and subspace
aided approach (SAP). Please refer to [19, 20] formore details.

However, one common point of these methods is that
they all utilize the static features to detect and diagnose
the faults. These static features are extracted from specific
points of measurement signals. Compared with static data,
time series which comprises dynamic features varying with
time can provide more information about the changing of
measurement signals in internals. Thus, some scholars pay
their attention on the fault diagnosis using dynamic analysis.
In [15], the authors review recently the dynamic trend analysis
methods, which represents the measurement signals as the
combination of several basic primitives. This method has
some advantages when compared with traditional static
methods. However, the drawback of this method is also
obvious. In PM-FD problems, more than one measurement
signal is observed using various sensors. It is worth noting
that each fault will reveal different dynamic process on
different sensors. Some sensors may have almost the same
dynamic signals compared with the normal signals while
other sensors may reveal very different signals. Besides,
some sensors suffer from a bad work environment, and
the collected signals may contain lots of noise and outliers.
Therefore, we can conclude that some of variables play
important roles in detecting and diagnosing the fault while
others have weak or no effect. Another problem is that
some industrial processes are very complex and sensors can
not get consistent, repeatable signals, especially for fault
signals. Thus, there may be no one-to-one correspondence
between the test instances and training measurement signals
when measuring their similarity. The dynamic trend analysis
methods are not robust to these disturbance.

In this paper, we use multivariate time series (MTS) to
represent the dynamic features of the measurement signals.

Considering the above problems, this paper proposes a
multivariate dynamic time warping measure which is based
on Mahalanobis distance. The contribution of the paper
can be summarized as follows. (1) We use the proposed
multivariate dynamic time warping measure to compute the
similarity of multivariate signals. The Mahalanobis distance
over the feature space is obtained by using metric learning
algorithm to learn the static feature vectors in measurement
signals. And the obtained Mahalanobis distance is utilized
to compute the distances of local feature vectors in MTS.
After that, the DWT algorithm is applied on these local
distances. The MTS will be aligned with the same phase and
the similarity between two MTS instances can be measured.
(2)Thepaper applies the proposedmultivariate dynamic time
warping measure on PM-FD problem and presents a novel
PM-FD framework, including data preprocessing, metric
learning, MTS pieces building, and MTS classification. (3)
The proposed framework is applied on the benchmark of TE
process. The experimental results demonstrate the improved
performance of the proposed method.

The remainder of this paper is organized as follows. In
Section 2, we illustrate the proposed multivariate dynamic
time warping measure which is based on Mahalanobis
distance. Then, the application of the proposed method on
Tennessee Eastman (TE) process is presented in Section 3.
Section 4 reports the experimental results on the benchmark
of TE process to demonstrate the effectiveness of the pro-
posed algorithm. Finally, we draw conclusions and point out
future directions in Section 5.

2. Multivariate Dynamic Time
Warping Measure

In this section, we mainly presents a novel measure for
dynamic measurement signals. We use MTS 𝑋 and 𝑌 to
represent two measurement signals,

𝑋 = [𝑥1 (𝑡) 𝑥2 (𝑡) . . . 𝑥𝑛 (𝑡)]
𝑇

,

𝑌 = [𝑦1 (𝑡) 𝑦2 (𝑡) . . . 𝑦𝑛 (𝑡)]
𝑇

,

(1)

where 𝑛 is number of features and 𝑡 = 1, 2, . . . , 𝑇 represents
the time step. Besides, 𝑥

𝑘
(𝑡) is used to stand for the 𝑘th feature

(variable) in the measurement signals while 𝑋𝑖 stands for all
the features in𝑋 at the 𝑖th time step.

In time series analysis, DTW is a common used algo-
rithmmeasuring similarity between temporal sequences with
different phases and lengths. The main objective of DTW is
to find the optimal alignment by stretching or shrinking the
linearly or nonlinearly warped time series. Using this optimal
alignment, these two time series will be extended to two new
sequences which have one-to-one correspondence. And the
distance between these two extended time sequences is the
minimum distance between the original time series.

It is worth noting that the traditional DTW can only deal
with univariate time series (UTS), which is not appropriate
to deal with PM-FD problems. In literature [21], the authors
proposed amultidimensional DTW algorithmwhich regards
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time points𝑋𝑖 and𝑌𝑗 inMTS𝑋 and𝑌 as the primitive.Then,
the work uses square Euclidean metric to measure the local
distance between𝑋𝑖 and 𝑌𝑗

𝑑 (𝑋
𝑖
, 𝑌
𝑗
) = (𝑋

𝑖
− 𝑌
𝑗
)
𝑇

(𝑋
𝑖
− 𝑌
𝑗
) . (2)

And these local distances 𝑑 (𝑋𝑖, 𝑌𝑗) are aligned with tradi-
tional DTW algorithm. One weak point of this method is
that it assigns the same weight to each variable, which is not
practical in PM-FD problems. As mentioned above, different
variables play different roles in the fault diagnosis process.
Besides, some signals measured by different sensors may be
coupled with each other. It is obvious that the Euclidean
distance can not measure the difference among these local
vectors accurately. Thus, we should find an appropriate simi-
laritymetric which can build the relationship between feature
space and the labels (normal or abnormal) of measurement
signals tomeasure the divergence among local vectors. In this
paper, the metric is selected as Mahalanobis distance which
is parameterized by a positive semidefinite (PSD) matrix𝑀.
The square Mahalanobis distance between local vectors 𝑋𝑖
and 𝑌𝑗 is defined as

𝑑
𝑀
(𝑋
𝑖
, 𝑌
𝑗
) = (𝑋

𝑖
− 𝑌
𝑗
)
𝑇

𝑀(𝑋
𝑖
− 𝑌
𝑗
) . (3)

In the case that 𝑀 = 𝐼, where 𝐼 is a identity matrix,
the Mahalanobis distance 𝑑

𝑀
(𝑋𝑖, 𝑌𝑗) degenerates into the

Euclidean distance 𝑑 (𝑋𝑖, 𝑌𝑗). The main difference between
Mahalanobis distance and Euclidean distance is that the
Mahalanobis distance takes into account the correlations of
the data set and is scale-invariant. If we apply singular value
decomposition to theMahalanobismatrix𝑀, we can get𝑀 =

𝐻Σ𝐻
𝑇, where𝐻 is a unitary matrix which satisfies𝐻𝐻𝑇 = 𝐼

and Σ is a diagonal matrix which consists of all the singular
values. Therefore, (3) can be rewritten as

𝑑
𝑀
(𝑋
𝑖
, 𝑌
𝑗
) = (𝑋

𝑖
− 𝑌
𝑗
)
𝑇

𝐻Σ𝐻
𝑇
(𝑋
𝑖
− 𝑌
𝑗
)

= (𝐻
𝑇
𝑋
𝑖
− 𝐻
𝑇
𝑌
𝑗
)
𝑇

Σ (𝐻
𝑇
𝑋
𝑖
− 𝐻
𝑇
𝑌
𝑗
) .

(4)

From (4), we can see that the Mahalanobis distance has two
main functions. The first one is to find the best orthogonal
matrix𝐻 to remove the couplings among features and build
new features.The second one is to assign weightsΣ to the new
feature. These two functions enable Mahalanobis distance to
measure the distance between instances effectively.

In this paper, we assume that the optimal warp path 𝑊
between MTS𝑋 and 𝑌 is expressed as

𝑊 = 𝑤
1
, 𝑤
2
, . . . , 𝑤

𝐾
, (5)

while the 𝑘th element in𝑊 is 𝑤
𝑘
= (𝑖, 𝑗), which means that

the 𝑖th element of 𝑋 corresponded to the 𝑗th element of 𝑌.
𝐾 represents the length of the path and it is not less than the
length of𝑋 or𝑌 but not greater than their sum.The literature
[22] has pointed out that there are two constraints when
constructing thewarp path𝑊. One constraint is that thewarp
path𝑊 should contain all indices of both time series. Another
constraint is that the warp path𝑊 should be continuous and
monotonically increasing. That is to say, the starting point of

𝑊 is restricted as 𝑤
1
= (1, 1) while the ending point should

be 𝑤
𝐾
= (𝑇, 𝑇). Meanwhile, the adjacent points 𝑤

𝑘
= (𝑖, 𝑗)

and 𝑤
𝑘−1

= (𝑖, 𝑗) should also satisfy the fact that

𝑖 − 1 ≤ 𝑖

≤ 𝑖,

𝑗 − 1 ≤ 𝑗

≤ 𝑗.

(6)

Thus, there are only three choices for 𝑤
𝑘−1

; they are (𝑖 − 1, 𝑗),
(𝑖, 𝑗 − 1), and (𝑖 − 1, 𝑗 − 1).

In order to find the minimum distance warp path, we
assume that Dist (𝑤

𝑘
) = Dist (𝑖, 𝑗) is the minimum warp

distance of two new MTS 𝑋
𝑖
and 𝑌

𝑗
. 𝑋
𝑖
represents a sub-

MTS which contains the first 𝑖 points of the MTS 𝑋 while
𝑌
𝑖
contains the first 𝑗 points of the MTS 𝑌. And the Dist(𝑖, 𝑗)

can be computed using the following equation:

Dist (𝑖, 𝑗) =
𝑘

∑
𝑙=1

𝑑
𝑀
(𝑋
𝑤𝑙(1), 𝑌

𝑤𝑙(2)) . (7)

In this equation, we know that the 𝑘th point in the𝑊 is𝑤
𝑘
=

(𝑖, 𝑗). Thus, the above equation can be rewritten as

Dist (𝑖, 𝑗) = 𝑑
𝑀
(𝑋
𝑖
, 𝑌
𝑗
) +

𝑘−1

∑
𝑙=1

𝑑
𝑀
(𝑋
𝑤𝑙(1), 𝑌

𝑤𝑙(2))

= 𝑑
𝑀
(𝑋
𝑖
, 𝑌
𝑗
) + Dist (𝑤

𝑘−1
) .

(8)

As mentioned above, there are three choices for Dist (𝑤
𝑘−1
),

including Dist (𝑖 − 1, 𝑗 − 1), Dist (𝑖 − 1, 𝑗), and Dist (𝑖, 𝑗 − 1).
At the same time, we require to choose the minimum warp
distance for 𝑋

𝑖
and 𝑌

𝑗
. Therefore, our multivariate DWT

algorithm is expressed as

Dist (𝑖, 𝑗) = 𝑑
𝑀
(𝑋
𝑖
, 𝑌
𝑗
) +min

{{

{{

{

Dist (𝑖 − 1, 𝑗 − 1)
Dist (𝑖 − 1, 𝑗)
Dist (𝑖, 𝑗 − 1) ,

(9)

where Dist (1, 1) = 𝑑
𝑀
(𝑋1, 𝑌1).

The proposed multivariate DWT measure has two main
advantages when compared with traditional MTS measure.
The first one is that all the variables of MTS stretch or shrink
along time axis integrally rather than independently. The
MTS is treated as awhole and it will not break the relationship
among variables. Another advantage is that a good Maha-
lanobis distance will build an accurate relationship among
variables. The important signals will be highlighted while
noise and outliers in some variables will be suppressed, which
will be a benefit for precise MTS classification. The time
complexity of the multivariate DWT measure is 𝑂 (𝑛2𝑑2),
where 𝑑 is the dimension of the feature space and 𝑛 is the
length of the MTS. The measure is a little time consumption.
We can use some fast techniques, including SparseDTW [23]
and the FastDTW [22], to accelerate the DWT algorithm.

3. Fault Diagnosis on TE Process

The previous section illustrated the novel multivariate
dynamic time warping measure which is based on Maha-
lanobis distance. This section presents some details on how
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to use this measure in fault diagnosis on TE process [25].
TE process is a realistic simulation program of a chemical
plant which has been widely studied as a benchmark in many
PM-FD methods. In our paper, the data sets of TE process
are downloaded from (http://depts.washington.edu/control/
LARRY/TE/download.html). In this database, there are 21
faults, named as IDV(1), IDV(2), . . . , IDV(21) (please refer
to [24, 26] for more details). IDV(1–20) are process faults
while IDV(21) is an additional value fault. There are 22
training sets and 22 testing sets in the database, including
21 faults measurement signals and one normal data set. 41
process variables and 11 manipulated variables consist of 52
measurement variables or features. Each training data file
contains 480 rows which record the 52 measurement signals
for 24 operation hours. Meanwhile, the data in each testing
data set is collected via 48-hour plant operation time, in
which the faults occur at the beginning of the 8th operation
hour. That is to say, each testing data file contains 960 rows,
while the first 160 rows represent the normal data and the
following 800 points are abnormal data.

The proposed fault diagnosis framework consists of 4
steps, that is, data preprocessing, metric learning, MTS
pieces building, and MTS classification. First of all, all the
measurement signals in training data and testing data are
normalized in the data preprocessing. After that, we use the
training data to learn aMahalanobis distance.Then, theMTS
pieces are built both in the training set and testing set. Finally,
the testing MTS pieces are compared with training MTS
pieces and we use KNN algorithm to determine the label
(normal or abnormal) of the testing MTS pieces.

In this paper, we assume that the normal measurement
signals follow multivariate Gaussian distribution. In fault
signals, some data but not all data are out of the confi-
dence interval. The normal data is always in the obviously
centralized distribution while abnormal data is lowly con-
centrated, even dispersive. There are two main problems
when measuring the similarity between fault signals. The
first one is that the amplitude between training data and
testing data might be different. Figures 1(a) and 1(b) show
the 46th measurement signals of IDV(0) and IDV(13). When
considering the IDV(13), we can see that the amplitude of the
testing data is obviously larger than that of training data. The
second one is that the difference between abnormal signals
may be larger than the difference between abnormal signals
and normal signals. From Figures 1(e) and 1(f), we can see
that some data of 19th measurement signal in the training
data of IDV(21) is out of the upper limit of the confidence
interval while some data in the testing data is out of the
lower limit of confidence interval.Thiswill result in twomuch
false fault missing results. Therefore, an appropriate data
preprocessingmethod should deal with these two problems at
the same time. In our method, we apply the Gaussian kernel
to normalize the original measurement signals. Consider

𝑥
𝑖
(𝑡) = exp(−

(𝑥
𝑖
(𝑡) − 𝜇

𝑖
)
2

2𝜎2
𝑖

) , (10)

where𝑥
𝑖
(𝑡) represent the 𝑖th originalmeasurement signal and

𝑥
𝑖
(𝑡) is the normalized measurement signal. In this equation,

the parameters 𝜇
𝑖
and 𝜎

𝑖
are the mean value and variance

evaluated using the 𝑖th normal measurement signal. Figures
1(c), 1(d), 1(g), and 1(h), respectively, show the normalized
measurement signals of normal data set and fault data set.
We can see that the normal signals concentrate near 1 while
some data in fault signals ismuch less than 1. Besides, all large
amplitude in the original fault signals will map to small value
nearby 0 in the normalized signals and the difference between
testing data and training data is very small. At the same time,
the fault data which are out of the upper limit or lower limit of
the confidence interval are almost the same in the normalized
signals, which will be easy to measure their similarity.

In our proposed multivariate dynamic time warping
measure, how to learn an appropriate Mahalanobis distance
is another key problem in our framework. Metric learning is
a popular approach to accomplish such a learning process.
In our previous work [27], we have proposed a Logdet
divergence based metric learning (LDML) method to learn
such a Mahalanobis distance function. After data processing,
we use the normalized points inmeasurement signals to build
the triplet labels {𝑋𝑖, 𝑋𝑗, 𝑋𝑘}, which means that 𝑋𝑖 and 𝑋𝑗

are in the same category while 𝑋𝑘 is in another category.
The objective of metric learning is to ensure that most of the
triplet labels {𝑋𝑖, 𝑋𝑗, 𝑋𝑘} satisfy the fact that

𝑑
𝑀
(𝑋
𝑖

, 𝑋
𝑗

) − 𝑑
𝑀
(𝑋
𝑖

, 𝑋
𝑘

) ≤ −𝜌 (11)

while 𝜌 > 0. The updating formulation of the LDML algo-
rithm is expressed as

Γ = 𝑀
𝑡
−
𝛼𝑀
𝑡
(𝑋
𝑖

− 𝑋
𝑗

) (𝑋
𝑖

− 𝑋
𝑗

)
𝑇

𝑀
𝑡

1 + 𝛼(𝑋
𝑖

− 𝑋
𝑗

)
𝑇

𝑀
𝑡
(𝑋
𝑖

− 𝑋
𝑗

)

,

𝑀
𝑡+1
= Γ +

𝛼𝑀
𝑡
(𝑋
𝑖

− 𝑋
𝑘

) (𝑋
𝑖

− 𝑋
𝑘

)
𝑇

𝑀
𝑡

1 − 𝛼(𝑋
𝑖

− 𝑋
𝑘

)
𝑇

𝑀
𝑡
(𝑋
𝑖

− 𝑋
𝑘

)

,

(12)

while 𝑀
0
= 𝐼 and 𝛼 is the learning rate parameter (please

refer to [27] for more details). This algorithm can accurately
and robustly obtain the Mahalanobis distance which can
distinguish fault and normal signals.

From Figures 1(c) and 1(d), we can see that the integral
trends of fault signal in training data and testing data do not
match exactly. However, some pieces in the testing data can
be found in the training data. Therefore, we use MTS pieces
instead of the whole measurement signals in the following
classification process. EachMTS piece contains 𝑎 continuous
points in the training data or testing data. In the experiment,
we have proven that when 𝑎 is selected as 12∼16, the proposed
method will have the best performance. We measure the
similarity between testing MTS pieces and all the training
MTS pieces, including the normal data and fault data. Then,
we use the KNN algorithm to classify MTS pieces as the
normal ones or fault ones.

http://depts.washington.edu/control/LARRY/TE/download.html
http://depts.washington.edu/control/LARRY/TE/download.html
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Figure 1:The comparison of original data and the data after preprocessing. (a)–(d) illustrate the comparison on the 46thmeasurement signals
on IDV(0) and IDV(13): (a) original training data; (b) original testing data; (c) training data after preprocessing; (d) and testing data after
preprocessing. (e)–(h) illustrate the comparison on the 19th measurement signals on IDV(0) and IDV(21): (e) original training data; (f)
original testing data; (g) training data after preprocessing; (h) and testing data after preprocessing.

4. Experiments Results

In this section, we conduct experiments on the TE process
to illustrate the performance of the proposed fault diagnosis
framework. In the following experiments, all experiments are
tested in MATLAB 2011b, and all tests are implemented on a
computerwith Intel (R)Core (TM) i3-3120M, 2.50GHzCPU,
4GRAM, andWindows 7 operating system. In this paper, we
use two general indices to test the performance to evaluate
PM-FD performance. They are fault detection rate (FDR)

and false alarm rate (FAR). Assume that 𝑡𝑝, 𝑡𝑛, 𝑓𝑝, and 𝑓𝑛,
respectively, represent correct fault detection results, correct
normal signal detection results, false fault alarm results, and
false fault missing results. The definitions of these FDR and
FAR are given as

FDR =
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
× 100%,

FAR =
𝑓𝑝

𝑓𝑝 + 𝑡𝑛
× 100%.

(13)
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Figure 2:The relationship between the fault diagnosis performance and the length of theMTS pieces.The points on FAR-FDR curves record
the experimental results with different 𝑘 in KNN algorithm. Among these points, the one which is the closest to the EER curve represents
the fault diagnosis performance. The experimental results reveal that the proposed method will have the best performance when the length
of the MTS pieces is set as 16. (a) The results on IDV(11). (b) The results on IDV(21).

Another important performance index is chosen as equal
error rate (EER), where the FAR and false fault missing rate
(1−FDR) are equal to each other. Asmentioned above, in our
algorithm, the PM-FD process is regarded as a classification
problem. In the KNN classification algorithm, different 𝑘
will produce different FDR and FAR. In our experiment, the
performance is chosen as the FDR and FAR which is the
closest to the EER line.

The first experiment is to illustrate the relationship
between the fault diagnosis performance and the length
of the MTS pieces. We, respectively, use MTS pieces with
10, 12, 16, and 20 points to separately detect the IDV(11)
and IDV(21). The experimental results with different 𝑘 are
illustrated in Figure 2. From the results, we can see that the
FDR rises when the length of MTS pieces increases from
10 points to 16 points. However, when the length of MTS
pieces rises to 20 points, the performance will degrade. The
reason for the phenomena can be explained as follows.When
the length of MTS pieces is too short, these MTS contain
too little information to record the trends and variation
of the measurement signals completely. The comparison of
MTS will be inaccurate and the performance will degrade.
In an extreme case, the length of MTS pieces is 1 and the
algorithm degrades to the traditional methods which are
based on measuring the similarity of static feature points. If
the length of MTS pieces is too long, it will tend to measure
the integral similarity of signals. Asmentioned above, in some
measurement signals, the integral trends can not match each
other, but some pieces in the testing data are similar to those
in the training data. Thus, the performance will also have

a risk of declining. The experimental results suggest that the
best length of the MTS pieces is 12∼16.

In the second experiment, we compare the proposed
method with many other classical PM-FD methods, includ-
ing PCA, DPCA, ICA, MICA, FDA, PLS, TPLS, MPLS,
and SAP. The results of the proposed method are average
values over 5 runs while the results of other classical PM-
FD methods are reported by literature [26]. The testing
results of various methods for all data sets are summarized
in Table 1. The first 21 rows record the FDR for all the faults.
Inspired by the literature [26], we also classified 21 faults
as three categories. The first category consists of IDV(1-2),
IDV(4–8), IDV(12–14), and IDV(17-18). These faults can be
easily detected by all the methods. Almost all the methods
have high FDR as well as low FAR in the fault diagnosing
process. The faults in the second category, including IDV(10-
11), IDV(16), IDV(19) and IDV(20-21), are not easy to detect.
And the performance of methods on these faults will have
obvious difference. In the last category, all methods perform
bad results because these faults are very hard to detect. The
last row illustrates the average FAR by detecting faults on
the fault-free signals of IDV(0). From the results, we can
see that the proposed method has good performance on
most of the faults in the first and third categories. At the
same time, the performance of the proposed method is not
bad on the rest of faults, such as IDV(10–12), IDV(16), and
IDV(20). Our method does not perform well on IDV(5)
and IDV(19). The reasons can be explained as follows. The
measurement signals of IDV(5) have obvious differencewhen
the fault occurs. However, the IDV(5) and normal signals
have almost the same trend after a certain time, which can
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Table 1: FDRs (%) and FARs (%) comparison with classical PM-FD methods on TE data sets given in [24].

Fault (free) PCA DPCA ICA MICA FDA PLS TPLS MPLS SAP Proposed
IDV(1) 99.88 99.88 100 99.88 100 99.88 99.88 100 99.63 100
IDV(2) 98.75 99.38 98.25 98.25 98.75 98.63 98.88 98.88 97.88 100
IDV(4) 100 100 100 87.63 100 99.50 100 100 99.88 100
IDV(5) 33.63 43.25 100 100 100 33.63 100 100 100 89.47
IDV(6) 100 100 100 100 100 100 100 100 100 100
IDV(7) 100 100 100 100 100 100 100 100 99.88 100
IDV(8) 98.00 98.00 98.25 97.63 98.13 97.88 98.50 98.63 95.88 100
IDV(12) 99.13 99.25 99.88 99.88 99.75 99.25 99.63 99.88 99.88 99.15
IDV(13) 95.38 95.38 95.25 95.00 95.63 95.25 96.13 95.50 94.88 96.61
IDV(14) 100 100 100 99.88 100 100 100 100 97.63 100
IDV(17) 95.25 97.25 96.88 93.00 96.63 94.25 96.00 97.13 97.13 98.48
IDV(18) 90.50 90.88 90.50 89.75 90.75 90.75 91.88 91.25 91.00 94.87
IDV(10) 60.50 72.00 89.25 85.88 87.13 82.63 91.00 91.13 95.50 83.54
IDV(11) 78.88 91.50 78.88 61.63 73.38 78.63 86.13 83.25 84.75 89.47
IDV(16) 55.25 67.38 92.38 83.38 83.25 68.38 90.75 94.28 94.88 83.67
IDV(19) 41.13 87.25 92.38 80.25 87.88 26.00 82.88 94.25 88.50 77.55
IDV(20) 63.38 73.75 91.38 86.00 81.88 62.75 78.38 91.50 83.75 84.21
IDV(21) 52.13 61.00 56.38 70.75 52.75 59.88 66.38 72.75 38.63 89.39
IDV(3) 12.88 12.25 4.50 14.25 7.00 14.25 24.25 18.75 6.38 35.90
IDV(9) 8.38 12.88 4.75 8.88 6.25 14.50 23.50 12.13 0.88 48.72
IDV(15) 14.13 19.75 7.75 10.75 12.63 23.00 29.88 23.25 29.50 38.46
IDV(0) 6.13 10.13 2.75 1.63 6.38 10 19.62 10.75 1.5 3.32

not be detected by the proposedmethod. On the contrary, the
measurement signals of IDV(19) are similar to normal signals
at the beginning and then the difference became noticeable
after a period of running time. Our method is not good at
detecting this kind of fault too.

5. Conclusion

In this paper, we propose a novel framework for data-driven
PM-FD problems. One contribution of this paper is that it
firstly uses MTS pieces to represent the measurement signals
as dynamic features in the measurement signals can provide
more information than static features. Besides, this paper uses
a Mahalanobis distance based DTW algorithm to measure
the difference between two MTS. The method can build an
accurate relationship between the variables and the labels
of the signals, which is a benefit for the classification of
measurement signals. Furthermore, we also present a new
PM-FD framework which is based on Mahalanobis distance
based DTW algorithm. The proposed algorithm is shown
to be precise by experiments on benchmark data sets and
comparisonwith classical PM-FDmethods. One drawback of
this algorithm is the heavy time consumption in measuring
the similarity of MTS. In future, we will concentrate on
further optimization of the proposed method with respect to
computation efficiency and other issues.
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