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Abstract
It is shown that when a real quadratic integer� of fixed norm� is considered,

the fundamental unit"d of the fieldQ(� )D Q(
p

d) satisfies log"d � (logd)2 almost
always. An easy construction of a more general set containing all the radicandsd
of such fields is given via quadratic sequences, and the efficiency of this substitution
is estimated explicitly. When� D �1, the construction gives alld’s for which the
negative Pell’s equationX2

� dY2
D �1 (or more generallyX2

� DY2
D �4) is

soluble. When� is a prime, it gives all of the real quadratic fields in which the
prime ideals lying over� are principal.

Introduction

The regulator is probably one of the most unpredictable constants related to a num-
ber field. Dirichlet’s class number formula already gave a clear connection between the
L-value, the class number, and the regulator, but while the first two have been admit-
ting huge theories in various perspectives, the regulator seems to remain far from being
exploited. Letd be a positive square-free integer andK the fieldQ(

p

d) with discrim-
inant D, class numberhd and fundamental unit"d. In this case Dirichlet’s formula
reduces to

hd D

p

DL(1, �)

2 log"d
.

The L-value is known to stay in a relatively narrow rangeD��

� L(1, �) � log D
for arbitrary � > 0 [14], so we know thatD1=2��

� hd log "d � D1=2C� . As for the
class number, many things can be said about the primary partsof ideal class groups.
Nevertheless we know very little about the fundamental unit, despite the fact that the
computation ofhd is essentially impossible without computing log"d.

Although log"d seems to vary in a wide range betweenO(logD) and O(D1=2 logD)
in a somewhat uncontrolled way, concerning its average we have several precise conjec-
tures in terms ofhd [2, 11, 13]. A problem that can be considered as a yardstick inthis
direction is to show that the regulator is in most cases much larger than the class number.
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It is well known that the fundamental unit"d comes from the continued fraction
expansion of

p

d or (
p

d C 1)=2 whose periodl is the most dominant factor in the
size of "d [1]. Naturally, many researches have been focused on the size of period
and now its upper boundl �

p

d log d has fairly precise versions [3, 18]. As for the
lower bound, it is generally believed that log"d� D1=2�� holds for most of square-free
integerd. However, the average order of"d is known only to the following extent; for
almost all non-squared, one has"d > d7=4�� [6, 7].

Keeping this difficulty in mind, in this article we lay our interest on quadratic in-
tegers instead. When a quadratic integer� has norm a rational primep, � generates a
principal prime ideal, i.e.,p splits or ramifies into principal prime ideals inQ(� )=Q.
A simple fact is that the more there are rational primesp�

p

d that split into princi-
pal primesPP in Q(

p

d), the bigger the fundamental unit"d becomes [22]. Another
fact is that (see Section 3) ifp <

p

D=2 and � , Q� are the least elements inP, P
among those numbers greater than 1, then�

Q

� D p"d. This suggests that a full know-
ledge about a single principal prime and its conjugate givesfull information about"d.
This already justifies a study about quadratic integers, andwe show in this article that
log"d � log2 d is true in most cases, where ‘most’ shall be interpreted in anadequate
fashion based on quadratic integers.

Now we formulate the main result. Let� be a square-free integer withj�j> 1 and
� a quadratic integer, i.e., a zero of a monic polynomialX2

�T XC� for some integer
T . Since we will treat real quadratic fields which appear only when T2

� 4� > 0, we
shall fix the norm� of � and let jT j ! 1. For each integerT with T2

� 4� > 0,
let �

�

(T) be the large root ofX2
� T XC � D 0 and D D D

�

(T) the discriminant of
Q(�

�

(T)) when �
�

(T) is irrational. Observe thatD
�

(T) D D
�

(�T), so it is no harm
to consider positiveT only. Let d D d

�

(T) be the radicand corresponding toD, viz.,
dD D if D � 1 mod 4 andD=4 otherwise. Letf

j�j

(N) be the number of distinct fields
in {Q(�

��

(T)) j 1 < T < N} [ {Q(�
�

(T)) j 1 < T < N}. !(�) denotes the number of
distinct prime factors of�.

Our main result is following

Theorem 0.1.

(0.1) lim inf
N!1

f
j�j

(N)

N
� 2�!(�)

and

(0.2) lim
N!1

�

℄{1< T < N j log "d > L
�

(T)}

N

�

D 1,

where

L
�

(T) D
1

logj�j

�

log

p

D

2

�2

�

�

3�
2 log 2

logj�j

�

log

p

D

2
� 2 log 2�

2j�j

j�j � 1
.
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Yamamoto already gave the infinitude of number fields that satisfy log"d� lognC1 D
for n D 2 [22], but he did not discuss how often such fields arise in nature. On the other
hand, Reiter tried to make Yamamoto’s bound effective [19],and in the process of doing
so the original leading term 2n(log

p

D)nC1
=((nC 1)! log p1 � � � log pn) was weakened to

(log
p

D=2)nC1
=(2(nC1)! log p1 � � � log pn). Theorem 0.1 gives a density result about the

appearance of such fields for the casen D 1, and the lower bound for the regulator is
also tighter than that of Reiter.

Recalling how little we know about"d in general, Theorem 0.1 suggests an inter-
esting set of radicands, namelyD D D

�

D {d
�

(T) j T > 0, T2
� 4� > 0}. It would be

desirable to list up the elements ofD according to their size and examine the density
of D in Z, or to construct the setD explicitly. Unfortunately we were not successful
in this direction. Instead, we try to consider a bigger set that containsD and whose
construction is simple, explicit and has a sort of measurable efficiency. For this, as
long as�

�

(T) and �
�

(T 0) generate distinct ideals inQ(
p

d), we allow the radicandd
to be counted again inD.

Let I (0)(�) D {(y, x) 2 Z2
j 0� x < y, gcd(x, y) D 1, x2

� � (mod y)}, I (1)(�) D
{(y, x) 2 I (0)(�) j y is odd} and

Qy D

8

<

:

y

2
if y is even,

y otherwise.

We useN to denote the set of nonnegative integers. Define

D(0)(�I yI t) D {Qy2k2
C 2k( Qy=y)

p

�C y2t C t j k 2 N},

D(1)(�I yI t) D {4y2k2
C 4k

p

4�C y2t C t j k 2 N}

which are quadratic progressions, and let

OD( j )(�I yI t) D {d 2 D( j )(�I yI t) j d is square-free}.

Then we have

Proposition 0.2. (1) There exist maps�( j )
�

W I ( j )(�)! D for j D 0, 1 such that

D �
[

jD0,1

[

(y,x)2I ( j )(�)

D( j )(�I yI �( j )
�

(y, x)).

(2) For each ( j , y, x) there exists an arithmetic progression{T ( j )
y,x (d) j d 2 D( j )(�I yI

�

( j )
�

(y, x))} satisfying d
�

(T ( j )
y,x (d)) D d for d 2 D \D( j )(�I yI �( j )

�

(y, x)), such that

(0.3)
X

jD0,1

X

(y,x)2I ( j )(�)

X

d2D( j )(�IyI�( j )
�

(y,x))

1

(T ( j )
y,x (d))s
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has a simple pole at sD 1 with residue R(�)� 1.

The proof of Proposition 0.2 is simple but is constructive and shows that the maps

�

( j )
�

and T ( j )
y,x can be determined in a canonical way.

What Proposition 0.2 says is the following. Sincej�
�

(T) � T j � j�=T j, one has
P

�

�

(T)�s
�

P

T�s
� 1 as s! 1C. It turns out by Theorem 3.2 that even when

we pick the tracesT in a way that the ideals generated by�
�

(T) are all distinct, the
series

P

T�s still have the same residue with� (s) at s D 1. We may say for this
that the residue corresponding toD is 1. In Proposition 0.2, (1) suggests thatD can
be approximated by a union of quadratic progressions, and by(2), its correspondent
residueR(�) may be considered as a measure of this approximation quality.

To specify how much this union is bigger thanD, let OR(�) be the residue in (0.3)

that we shall obtain whenD( j )(�I yI�( j )
�

(y, x)) is replaced byOD( j )(�I yI�( j )
�

(y, x)) in the

innermost sum. We first observe thatOR(�) D 1. This is becauseT ( j )
y,x (d)2

� 4� D y2d
under our construction, and if we assumed is square-free, there is only one quadru-

ple (j , y, x, d) satisfyingT ( j )
y,x (d) D T for a fixed T . Since R(�) is the sum of all the

residues of the innermost sums in (0.3), computing the density of square-free numbers

in D( j )(�I yI�( j )
�

(y,x)) shall give an estimate ofR(�). Write [N] D {1,2,: : : , N} and put

f ( j )
y,x(N) D jD( j )(�I yI �( j )

�

(y, x)) \ [N]j,

Of ( j )
y,x(N) D j OD( j )(�I yI �( j )

�

(y, x)) \ [N]j.

Then we have

Proposition 0.3. For each pair (y, x) 2 I ( j )(�),

lim
N!1

Of ( j )
y,x(N)

f ( j )
y,x(N)

D

�

1�
!d(2)

4

�

�

0

Y

pjy

�

1�
1

p2

�

�

0

Y

p2
j�

�

1�
1

p

�

�

0

Y

p­�y, (�=p)D1

�

1�
2

p2

�

where the restricted products are over odd primes, and

!d(2)D

8

�

�

�

�

<

�

�

�

�

:

2 if j D 0, y is odd and� � 0 or 1 (mod 4);

2 if j D 0, y � 2 (mod 4),� � 1 (mod 8);

1 if j D 0, y � 0 (mod 4)

0 otherwise.

EXAMPLE 0.4. Let C( j )
�

(y, x) be the limit in Proposition 0.3 and consider� D
2. For any pair (y, x) 2 I (0)(2), 2 must be a square moduloy. If y is odd, this is
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possible exactly when every prime factor ofy is congruent to�1 modulo 8. Since
gcd(x, y)D 1, y cannot be even and we thus haveI (0)(2)D I (1)(2)D {(1,0), (7,3), (7,4),
(17, 6), (17, 11),: : : }. It is easy to see that!d(2)D 0 always, and numerically one can
show that

C( j )
2 (y, x) D

Y

pjy

�

1�
1

p2

�

�

Y

p­y
p��1 (mod 8)

�

1�
2

p2

�

�

Y

p��1 (mod 8)

�

1�
2

p2

�

D 0.94� � �

which implies that 0.94R(2) < OR(2)D 1. The union of quadratic progressions can be
therefore considered as a nice substitution forD in this case. The choice� D 2 might
seem to be especially good, but in fact

Q

pWodd(1� 2=p2) > 0.64 and the probability to

get a square-free integer fromD( j )(�I yI �( j )
�

(y, x)) is very often close to 1, and hence
so is R(�). Note that the product in Proposition 0.3 does not involve any odd primep
with (�=p) D �1, and the value of the infinite product is affected very little by large

primes. The probabilityC( j )
�

(y, x) is therefore particularly close to 1 when� � 2 or
3 (mod 4),� is square-free and (�=p) D �1 for small odd primesp so that 4­ y,
!d(2)D 0 and many small primes are excluded in the infinite product.

Next remarks are all about Proposition 0.2.

REMARK 0.5 (Quadratic units). We assumed� is square-free, but Propositions 0.2
and 0.3 are valid for� D �1 too and quadratic units can be dealt with in the same way.
Suppose� D �1. If d 2 OD(0)(�I y, �(0)

�

(y, x)), the fundamental solution to the Pell’s

equationX2
� dY2

D � is (b
p

d
yC x)2
� dy2

D �. Once�( j )
�

is determined naturally,

the notion ofleasts to i in [17] means the least element ofOD(0)(�I y, �(0)
�

(y, x)) for each

(y, x) 2 I (0)(�). So Propositions 0.2 and 0.3 may be considered as a generalization of the
result in [17] to quadratic integers with norm other than�1.

REMARK 0.6 (Ramification and fundamental units). Supposed � 2, 3 (mod 4) and

d 2 D(0)(pI yI �(0)
p (y, x)),

p

d � 1> p and p is ramified inQ(
p

d)=Q.

Then (see Section 3 and the proof of Proposition 0.2)

(0.4) "d D
1

p
(b
p

d
yC x C y
p

d)2.

Suppose that a real quadratic number field with discriminantD D 4d,
p

d � 1 > 2
has class number 1. Then 2 is ramified into a power of a principal ideal, say (� )2,
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where � comes from the continued fraction of
p

d and corresponds to a pair (y, x) 2
I (0)(2)[ I (0)(�2). It follows that all such fields have fundamental unit of the form (0.4)
for some (y, x) 2 I (0)(�) where we take� D �2.

REMARK 0.7 (Decomposition into principal primes). In case� is a prime, say
p, the setDp [ D

�p gives a complete list of real quadratic number fields in which
p ramifies or splits into principal ideals. This is because anyprincipal prime ideal of
norm p has a generator� of norm�p andDp[D�p contains all of the positive radi-
cands of such fields. Since the prime ideal overp is always principal whenp is inert,
this classifies all radicands for which the prime ideals ofQ(

p

d) over p are princi-
pal. A square-free integerd, though, can be contained in several quadratic progressions
given by the construction.

The article is organized as follows. Section 1 gives requisites briefly. In Section 2
the relations between principal reduced ideals and reducedquadratic irrationals coming
from the continued fraction of

p

d or (1C
p

d)=2 are described. In Section 3 we state
the distribution of minimal quadratic integers� , where a quadratic integer� is minimal
if it is the least number greater than 1 in the ideal (� ) it generates. Using the contents
in Sections 2 and 3, the proof of Theorem 0.1 is given in Section 4. Section 5 covers
details for Propositions 0.2 and 0.3. In Section 6 we discusssome technical issues for
further research.

1. Preliminaries

In this article� represents a square-free integer whose absolute value is comparatively
small, andd a square-free positive integer which is usually consideredto be large. Let
Kd D Q(

p

d) and Od the ring of integers ofKd, D the discriminant ofKd. Put

!d D

8

�

<

�

:

1C
p

d

2
if d � 1 mod 4,

p

d otherwise.

Let !d D [a0, a1, a2, : : : ] be the simple continued fraction expansion of!d, l the
period of!d, pn=qn D [a0, a1, : : : , an] a convergent to!d, �nC1 D [anC1, anC2, : : : ] the
(nC 1)-th total quotient. By convention we put (p

�1, q
�1) D (1, 0), (p

�2, q
�2) D (0, 1).

For x 2 Q(
p

d), let x be its conjugate andN(x) D xx. For then-th convergentpn=qn

of !d, put

�n D pn � qn!d D

(

pn � qn C qn!d if d � 1 mod 4,

pn C qn!d otherwise

and let�n D jN(�n)j D (�1)nC1N(�n). We say that a quadratic integer� comes froma
convergent to!d when � D �n for somen.



NOTES ON THE QUADRATIC INTEGERS 989

Recall that a quadratic irrational� is reduced if � > 1 and�1 < � < 0. It is
a classical result that the continued fraction expansion ofa real numberx is purely
periodic if and only ifx is a reduced quadratic irrational (for example, see Theorem7.2
of [16]). In particular

p

dCb
p

d
 and (1C
p

d)=2Cb(1C
p

d)=2
�1 are reduced, so
one can write!d D [a0, a1, : : : , al ] where al D 2a0 � 1 if d � 1 mod 4 andal D 2a0

otherwise. We also recall

Proposition 1.1 ([1]). "d D �l�1, and the sequence{a1, : : : , al�1} is symmetric.

The following will be used freely. Letx be a positive real number,pm=qm be its
m-th convergent and�m the m-th total quotient.

Proposition 1.2 ([10]). If (p, q) = 1 and

�

�

�

�

p

q
� x

�

�

�

�

<

1

2q2

then p=q is a convergent to x.

Proposition 1.3 ([10]). pnqn�1 � pn�1qn D (�1)nC1.

Proposition 1.4 ([10]).

x D [a0, a1, : : : , an, �nC1] D
�nC1 pn C pn�1

�nC1qn C qn�1
.

2. Reduced ideals and the convergents to!d

Following the literature of [5], [12] and [21], an explicit correspondence between
the set of reduced ideals ofQ(

p

d) and the set of reduced quadratic irrationals with
discriminant D was given in [22]. For the sake of references in following sections, a
short material in [22] is included here.

Write ! D (D C
p

D)=2 where D is the discriminant ofQ(
p

d), so that the ring
of integers isOd D Z[!]. For x1, : : : , xn 2 Q(

p

d), let [x1, : : : , xn] and (x1, : : : , xn)
be theZ-module andOd-module generated byx1, : : : , xn (for exampleOd D [1, !] D
(1)). For each integral idealI there is a unique canonical basis of the following form:
I D [a, bC c!] where a, b, c are integers satisfying
(i) a > 0, c > 0, acD N(I ),
(ii) c divides a, b and N(I ) divides N(bC c!), and
(iii) �a < bC c! < 0.
We call the number

�(I ) D
bC c!

a
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the quadratic irrational associated with the ideal I. When cD 1 and�(I ) is reduced,
we say thatI is reduced.

Two quadratic irrationals are said to be equivalent if theircontinued fraction ex-
pansions become identical at the tail, and the set of quadratic irrationals of discriminant
D falls into hd classes by this equivalence relation. By the above correspondence, the
set of reduced ideals inOd gives the set of reduced quadratic irrationals of discrim-
inant D, and a reduced idealI is in the principal ideal class if and only if�(I ) is
equivalent to!d.

We begin with a well-known correspondence.

Lemma 2.1 ([1], Sections 5.6 and 5.7).

�((�n)) D �nC1.

Lemma 2.2 ([22]).

l
Y

iD1

�i D "d.

Lemma 2.3 ([22]). An integral ideal I is reduced if
(i) N(I ) <

p

D=2 and
(ii) the conjugate idealI is relatively prime to I .

Lemma 2.4. For n � 0

�nC1 D

p

D

�n
�

qn�1

qn
C

(�1)nC1

qn�n
.

In particular,
p

D

�n
� 1< �nC1 <

p

D

�n
.

Proof. The casesd � 2 and 3 (mod 4) are easier in computation, so here we
assumed � 1 (mod 4) and!d D (1C

p

d)=2. Recall that the continued fraction ex-
pansion of!d has a natural geometric interpretation onxy-plane. LetO D (0,0) be the
origin of the xy-plane, A D (qn�1, pn�1), B D (qn, pn), C the intersection ofAB and
the line y D !dx, and D D (qn, !dqn). Then [AC W C B] D [�nC1 W 1] and the area of
4O AB is 1/2. Observe that the area of4O BD is j(pn�qn!d)qnj=2. Let B0

D (0, pn),
D0

D (0,!dqn).
We have

�n�n

q2
n

D

�

pn

qn
� 1C !d

��

pn

qn
� 1C 1� !d

�

D (�1)nC1 �n

q2
n
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or

pn

qn
� !d D

(�1)nC1
�n

qn(pn � qn C !dqn)

and therefore

j�B0BDD0

j D j(pn � qn!d)qnj

D

�n

pn=qn � 1C !d

D

�n

2!d � 1C (�1)nC1
�n=(qn(pn � qn C !dqn))

D

�n

2!d � 1

�

1

1C (�1)nC1
�n=((2!d � 1)qn(pn � qn C !dqn))

�

D

�n
p

d
(1C �n)�1

where�n D (�1)nC1
�n=(
p

dqn�n). Examining the ratios of the coordinates ofA, B andC,
it is easily deduced that the area of4BC D is ((1� qn�1=qn)=(1C �nC1))(�n=(2

p

d))(1C
�n)�1, and hence

j4O BCj D j4O BDj � j4BC Dj

D

�

1�
1� qn�1=qn

1C �nC1

�

�n

2
p

d
(1C �n)�1

D

�

�nC1C qn�1=qn

1C �nC1

�

�n

2
p

d
(1C �n)�1.

But j4O BCj D j4O ABj=(1 C �nC1) D 1=(2(1 C �nC1)), whence (�nC1 C

qn�1=qn)(�n=
p

d)(1C �n)�1
D 1. Thus

�nC1 D

p

d

�n
�

qn�1

qn
C

(�1)nC1

qn�n
.

Recall thatq
�1 D 0< q0 D 1� q1, qn�1 < qn for n � 2, and�n � qn!d > qn for n � 0.

Therefore we have
p

D=�n � 1 < �nC1 <
p

D=�n for n � 0, which proves the lemma
in cased � 1 (mod 4).

When d � 2 or 3 (mod 4), exactly the same computation with continued fraction
of !d D

p

d completes the proof.

Suppose� 2Q(
p

d) is a quadratic integer with square-free norm� and (�,d)D 1.
Then (� ) is a principal integral ideal which is relatively prime to its conjugate, and
(�n) is relatively prime to its conjugate too. Hence the conditions of Lemma 2.3 are
satisfied by (�m) if jN(�m)j � !d � 1. Combining Lemmas 2.1, 2.2 and 2.4, one easily
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sees that"d is large if there are many quadratic integers� 2 Q(
p

d) with square-free
norm jN(� )j <

p

D=2. In this sense, the problem of fundamental units is naturally
translated to the problem of quadratic integers of small norms.

3. Quadratic integers of small norms

Assume� D aCb!d 2 Od wherea, b are positive integers that are relatively prime
and jN(� )j D � < !d�1. Assumingd � 1 mod 4 (ord � 2, 3 mod 4), it easily follows
that (a C b)=b � !d < 1=(2b2) (or a=b � !d < 1=(2b2)), which implies (aC b)=b (or
a=b) is a convergent to!d and hence� comes from a convergent to!d. Lemma 2.3
in fact tells us that this is true if� <

p

D=2. Recall that for every positive integer�
there are only finitely many non-associated (quadratic) integers inOd of norm��. As
the unit rank ofOd is 1, in each class of associated integers one can choose the least
element among those irrational ones greater than 1. LetF(d,�) D {�1, : : : , �t} be the set
of these least elements, and defineE

�

(x) D
�

�

R

<x
>1 \

�

S

d: square-freeF(d,�)
�

�

�.

Proposition 3.1. If !d D [a0, a1, : : : , al ], !d � 1 > � � 1 and � is square-free,
then the elements of F(d,�) are of the form aC b!d where (a C b)=b (or a=b) D
[a0, a1, : : : , an] for some n< l.

Proof. Clear from Proposition 1.2.

Assumep < !d � 1 is a rational prime that splits or ramifies into principal prime
ideals in Kd=Q. Write pOd D PP. Let � 2 P and Q� 2 P be the least elements of
P, P among those greater than 1. Then 1< � , Q� < "d and � Q� is an algebraic integer
associated top. By Proposition 3.1 one can write� D aC b!d > !d where (aC b)=b
or a=b is a convergent to!d, whencej� j D p=� < 1. Thus Q� ¤ � and � Q� is not a
rational integer. This shows that� Q� D p"d.

The distribution of minimal quadratic integers is given in the following

Theorem 3.2. Let � < M < x. Then
(i) E

�

(x) < 2x � 2
p

� C O(1),
(ii) E

�

(x) > 2(1� 1=(2M � 1))x �
�

P

!d<M jF(d,�)j=log "d
�

log x C O(1).

Proof. Observe that every quadratic integery of norm �� is a solution of the
equationX2

CmX� � D 0 for somem 2 Z. The number of real quadratic integersy
greater than 1 with tracem and norm�� is 2 if m > 2

p

� and 1 if m � 2
p

�. With

the expression� D (mC
p

m2
� 4�)=2 the first inequality is trivial. As for the second

inequality, note that suchy must be of the form�"k
d for some� 2 F(d,�) and k � 0.

E
�

(x) counts the numbers withk D 0, so we can simply exclude the numbers�"k
d less
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than x with k � 1. But �"k
d < x if and only if k < (log x� log� )=log "d, and therefore

#{�"k
d < x j k � 1, � 2 F(d,�), !d � M} <

 

X

!d�M

jF(d,�)j

log "d

!

log x.

Now consider!d > M and write �"k
d < x , � < x and "k

d < x=� . Since!d >

M > �, as mentioned at the beginning of this section� D nK� for somen 2 N where
K

� comes from a convergent to!d and hence� � 2M � 1. Therefore the contribution
to E

�

(x) from !d > M and k � 1 is less than the number of quadratic units in the
interval (1,x=(2M � 1)), which is (2=(2M � 1))x C O(1).

Let a(d,�) be the set of reduced integral ideals of norm� in Od. By Lemma 2.3,

if � is square-free and� <
p

D=2 then jF(d,�)j � ja(d,�)j.

Proposition 3.3. Assume!d > � where� is square-free. Let�1 D gcd(�, 2d) and
write � D �1�2. Then

ja(d,�)j D

8

�

�

�

�

<

�

�

�

�

:

2!(�2) if d is a square modulo�, d � 2 or 3 (mod 4),

2!(�2) if d is a square modulo�, d � 1 (mod 4),� is odd,

2!(�2)C1 if d is a square modulo�, d � 1 (mod 8),� is even,

0 otherwise.

Proof. Let I 2 a(d,�) and write�(I ) D (bC c!)=�. Then I is reduced if and only
if cD 1 and�(I ) > 1, �1< �(I ) < 0.

Supposed � 2 or 3 (mod 4) so that�(I ) D (b C 2d C
p

d)=�. The condition
N(bC 2d C

p

d) � 0 (mod �) implies (bC 2d)2
� d (mod �), so we can writeb �

�2dC� (mod �) where� 2
� d (mod �). Hence ifd is not a square modulo� there is

no such ideal. The condition�� < bC c! < 0 implies b varies in a complete system
of residues modulo�; hence if d is a square modulo�, the number of possibleb’s
is the number of solutions to� 2

� d (mod �). For an odd prime factorp of �, the
congruence� 2

� d (mod p) has two roots ifp ­ d and one root ifp j d. The first
case easily follows from this.

Now supposed � 1 (mod 4). Then�(I ) D (bC d=2C
p

d=2)=� and in the same
way as above we getb2

C dbC d(d� 1)=4� 0 (mod �) whereb varies in a complete
system of residues modulo�. When � is odd, 2 is a unit modulo� so one can write
b� �d=2C � (mod �) where� 2

� d=4 (mod �). This proves the second case. When
� is even, write� D 2� 0 and considerb2

C dbC d(d � 1)=4 � 0 (mod 2) andb2
C

dbC d(d � 1)=4 � 0 (mod � 0) separately. The latter has 2!(�2) solutions. The former
has no solution whend � 5 (mod 8) and two solutions whend � 1 (mod 8), which
proves the third case.
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4. Proof of Theorem 0.1

Now Theorem 0.1 can be proved easily in the philosophy of Theorem 3.1 in [22].

Proof of Theorem 0.1. Let� 2 F(d,j�j) and put L D blog
j�j

(
p

D=2)
. The ideals

(�e) and (�
e
) of Od are reduced ifj�je <

p

D=2 by Lemma 2.3. Now by Lemmas 2.1,
2.2 and 2.4 we have

"d D

l
Y

iD1

�i

�

L
Y

eD1

�((�e))
L
Y

eD1

�((�
e
))

>

L
Y

eD1

 

p

D

j�j

e
� 1

!2

.

Taking logarithm,

log "d >

L
X

eD1

2 log

�

p

D

j�j

e
� 1

�

> 2
L
X

eD1

�

log
p

D � e logj�j �

�

p

D

j�j

e
� 1

�

�1�

.

The last term can be written

L
X

eD1

�

p

D

j�j

e
� 1

�

�1

D

L
X

eD1

j�j

e

p

D

�

1

1� j�je=
p

D

�

<

L
X

eD1

2j�je
p

D

D

2j�je
p

D

�

j�j

L
� 1

j�j � 1

�

<

j�j

j�j � 1
,

and therefore

log "d > 2L log
p

D � L(L C 1) logj�j �
2j�j

j�j � 1

> 2

�

log(
p

D=2)

logj�j
� 1

�

log
p

D � log(
p

D=2)

�

log(
p

D=2)

logj�j
C 1

�

�

2j�j

j�j � 1

D

1

logj�j

�

log

p

D

2

�2

�

�

3�
2 log 2

logj�j

�

log

p

D

2
� 2 log 2�

2j�j

j�j � 1
.
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(0.1) follows from Theorem 3.2 and Proposition 3.3 immediately. (0.2) also follows
from Theorem 3.2 at once too.

5. The quadratic progressions

In this section we give the proofs of Propositions 0.2 and 0.3. The constructive
proofs also give quadratic progressions, which resemble the progressions that appeared
in the inverse problem for Pell equation [17].

Proof of Proposition 0.2. We prove (1) and (2) at the same time. Supposed 2D.
Then there exists a quadratic integer� 2 Od of norm �. Assume� 2 Z[

p

d] first and
write � D nyC x C y

p

d. Multiplying a unit if necessary, we may assume 0� x < y
and 1< � < "d. Then

N(� ) D n2y2
C 2nxyC x2

� y2d D �

and

x2
� � (mod y)

and

2xyn� �x2
C � (mod y2).

Since� is square-free, (x, y) D 1 and so 2xyn� �x2
C � (mod y2) if and only if

2n� ((�x3
C�x)=y)��1 (mod y). Thus (y, x) 2 I (0)(�), andn is uniquely determined

modulo Qy. We write n D n0C Qyk for this.
Conversely, ifx2

� � (mod y) and 2xyn� �x2
C � (mod y2), put

(5.1) d D n2
C

2x

y
nC

x2
� �

y2

and it immediately follows that

N(nyC x C y
p

d) D �.

We have proved that for eachd 2 D, in case� 2 Z[
p

d], there exists a pair (y, x) 2
I (0)(�), and for each (y, x) 2 I (0)(�) there arises an arithmetic progression{n0C Qyk}k

with common differenceQy, which gives rise to a quadratic progressionQ(0)
D {d(k) D

(n0C Qyk)2
C (2x=y)(n0C Qyk)C (x2

��)=y2}k. It is easy to see thatQ(0) is of the same
form with D(0)(�I yI t) for somet .

Now assume� D nyC x C y!d 2 Z[!d] n Z[
p

d]. Then

N(nyC x C y!d) D

�

nyC x C
y

2

�2

�

y2

4
d D �

or

((2nC 1)yC 2x)2
� y2d D 4�.
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Since y is odd, we have

x2
� � (mod y)

and

(2nC 1)xy� �x2
C � (mod y2)

and n is uniquely determined moduloy D Qy.
Conversely, ifx2

� � (mod y) and (2nC 1)xy� �x2
C � (mod y2), put

(5.2) d D (2nC 1)2C
4x

y
(2nC 1)C

4x2
� 4�

y2

so thatN(nyC xC y!d) D �. This gives another quadratic progressionQ(1) which is
of the same form asD(1)(�I yI t) for somet .

There is a canonical way of choosing�( j )
�

. Let n and d be in the relation as in
(5.1). For each (y, x) 2 I ( j )(�), Q( j ) have only finitely manyd for which nyC x C
y!d > "d. This is becausej�j <

p

D=2 implies nC x=y (or nC 1C x=y) is a conver-
gent to!d; in this case, Lemma 2.4 shows thatnyC x C y!d > "d can happen only
when

p

D D aCO(1) wherea is the largest partial quotient inx=yD [0,a1,a2,: : : ,am].

Discarding these finite numbers, we choose�( j )
�

(y, x) to be the smallestd in Q( j ) sat-
isfying nyC x C y!d < "d.

In previous paragraphs, for eachd 2D( j )(�IyI�( j )
�

(y,x)) there is a quadratic integer
nyC x C y!d whose trace isT (0)

y,x(d) D 2nyC 2x or T (1)
y,x(d) D (2nC 1)y C 2x. It is

clear thatd
�

(T ( j )
y,x (d)) D d for d 2 D\D( j )(�I yI�( j )

�

(y, x)) and the tracesT ( j )
y,x (d) form

an arithmetic progression from the expressionnD n0C Qyk. To compute the sum (0.3),
observe thatn �

p

d and write

1
X

jD0

X

(y,x)2I ( j )(�)

X

d2D( j )(�IyI�( j )
�

(y,x))

1

T ( j )
y,x (d)s

�

1
X

jD0

X

(y,x)2I ( j )(�)

X

k�0

1
�

x C y
q

�

( j )
�

(y, x)C y2
�s

� � (s)

 

1
X

jD0

X

(y,x)2I ( j )(�)

1

y2s

!

C

1
X

jD0

X

(y,x)2I ( j )(�)

1
�

y
q

�

( j )
�

(y, x)
�s

as s! 1C.

For (y, x) 2 I ( j )(�), every odd prime factorq of y satisfies (�=q) D 1. Unless� D
1, the sum

P

1=ys over all suchy’s involves only a half of the primes in the Euler
product form of the zeta function. Hence its order is asymptotically � � (s)1=2 as s!
1C. Using the Chinese remainder theorem it is easy to see that the number ofx 2 [0,y)
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satisfyingx2
� � (mod y) is a bounded multiple (that is, between a half and twice) of

2!(y). Recalling
P

1

nD1 2!(n)
=ns
D � (s)2

=� (2s) (see Theorem 301 of [10]), one sees that

X

(y,x)2I 0(�)

1

ys
�

X

y: � is a square mody

2!(y)

ys
� � (s) as s! 1C

and
P1

jD0

P

(y,x)2I ( j )(�) y�2s
� 1. Besides, since there is an upper bound of the period

of !d in terms of d [3, 15] which gives an upper bound of"d, we also have a lower

bound of�( j )
�

(y, x) (in terms of y, x) which goes to the infinity asy grows. Therefore

X

(y,x)2I ( j )(�)

1
�

y
q

�

( j )
�

(y, x)
�s
D o(� (s)) as s! 1C,

which completes the proof.

Now we give the number of elements inD(�I y, x) that are square-free. We state
a lemma first.

Lemma 5.1. Let p be an odd prime and f(x) 2 Z[x] a quadratic polynomial
whose leading coefficient is not divisible by p. Then f(x)� 0 (mod pm) has a solution
if and only if the discriminant of f(x) is a square modulo pm.

Proof. (() The root formula for quadratic equations gives a solution.
()) Let t 2 Z be a solution to the modular equation. Then

f (t C pj) D f (t)C f 0(t)pj C
f 00(t)

2
p2 j 2.

Let pr
jj f 0(t). Choose� so that f (t)C � � 0 (mod pM ) where M is sufficiently

large. Note that� is necessarily divisible bypm. We have

f (t C prC1 j1)C � D f (t)C � C
f 0(t)

pr
p2rC1 j1C

f 00(t)

2
p2rC2 j 2

1

� f (t)C � C
f 0(t)

pr
p2rC1 j1 (mod p2rC2),

f (t C prC1 j1C prC2 j2)C � D f (t C prC1 j1)C � C f 0(t C prC1 j1)prC2 j2

C

f 00(t C prC1 j1)

2
p2rC4 j 2

2 .
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Writing f 0(t C prC1 j1) D f 0(t)C f 00(t)prC1 j1,

f (t C prC1 j1C prC2 j2)C �

� f (t C prC1 j1)C � C
f 0(t)

pr
p2rC2 j2 (mod p2rC3),

and successively, there exists a unique sequence (j1, j2, j3, : : : ) such thatt C prC1 j1C
prC2 j2 C prC3 j3 C � � � 2 Zp is a root of f (x)C �. SinceZp[x] is a UFD, it follows
that the discriminant off (x)C� is a square inZp and hence that off (x) is a square
modulo pm.

We appeal to the next theorem. We only need its strength for quadratic poly-
nomials, which can be proved unconditionally using the sieve of Eratosthenes [9].

Theorem 5.2 ([9]). Suppose that f(x) 2 Z[x] has no repeated root. Let B be the
largest integer which divides f(n) for all integer n, and select B0 to be the smallest
divisor of B for which B=B0 is square-free. If the abc-conjecture is true, then there
are � C f N positive integers n� N for which f(n)=B0 is square-free, where Cf > 0
is a positive constant, which we determine as follows;

C f D
Y

p: prime

�

1�
! f (p)

p2Cqp

�

where, for each prime p, we let qp be the largest power of p which divides B0 and
let ! f (p) denote the number of integers a in the range1 � a � p2Cqp for which
f (a)=B0

� 0 (mod p2).

Proof of Proposition 0.3. We first treatD(0)(�I y, �(0)
�

(y, x)). Let d0 D �
(0)
�

(y, x)

be the least element ofD(0)(�I y,�(0)
�

(y, x)) andn0 the associated integer in the context

of the proof of Proposition 0.2. The elements ofD(0)(�I y, �(0)
�

(y, x)) are given by a
quadratic polynomial

d D d(k) D (n0C k Qy)2
C 2

x

y
(n0C k Qy)C

x2
� �

y2

D Qy2k2
C

�

2Qy

y
x C 2Qyn0

�

kC d0

for nonnegative integersk.
We use the notations of Theorem 5.2. LetÆ be the discriminant of the quadratic

polynomial d(k) and!0d(p) the number of solutions tod(k) � 0 (mod p2) in the range
0 � k < p2. When y is even,Æ D (x C yn0)2

� y2d0 D � and similarlyÆ D 4� when
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y is odd. Therefored(k) has no repeated root. Note that!0d(p) < p2 implies p ­ B0

and henceqp D 0.
We consider odd primes first. Clearlyd(k) (mod p) is degenerate if and only if

p j Qy�. For p ­ Qy�, every root ofd(k) � 0 (mod p) has a unique lifting to ap-adic
root. There exists such a root if and only if the discriminantis a square modulop,
whence we have

w

0

d(p) D

(

2 if (�=p) D 1,

0 if (�=p) D �1.

If p j Qy, d(k) is congruent to (x C yn0)k C d0 or 2(x C yn0)k C d0 modulo p2,
which has a unique solution and hence!0d(p) D 1.

When p j �, d(k)� 0 (mod p) has a double root. Lett be the root of this equation
in the range 0� t < p. From d(t C pj) � d(t) C d0(t)pj (mod p2) and d0(t) � 0
(mod p), it follows that d(k) � 0 (mod p2) has p roots if d(t) � 0 (mod p2) or none
otherwise. By Lemma 5.1,d(k)� 0 (mod p2) has a root if and only if the discriminant
� (or 4�) is a square modulop2, which in this case is equivalent top2

j �. Thus
!

0

d(p) D p if p2
j � and!0d(p) D 0 if not.

Now let p D 2. Assumey is odd (so 2y � 2 mod 4). Then

d(k) � k2
C 2(x C yn0)kC d0

� k2
C 2(x C n0)kC n2

0C 2xn0C x2
� � (mod 4)

and

d(0)� d(2)� n2
0C 2xn0C x2

� � (mod 4),

d(1)� d(3)� n2
0C 2xn0C x2

� �C 1C 2x C 2n0 (mod 4).

If n0 is odd, d(0)� d(2)� (xC 1)2 � � (mod 4) andd(1)� d(3)� x2
� � (mod 4).

If n0 is even,d(0)� d(2)� x2
�� (mod 4) andd(1)� d(3)� (xC 1)2�� (mod 4).

It follows that !0d(2)D 2 if � � 0, 1 (mod 4) and!0d(2)D 0 otherwise.
Now assumey is even (andx is necessarily odd). Supposey D 2Qy where Qy is

odd. In a single line of computation we obtain

d(1)� d0C x C 3 (mod 4),

d(2)� d0C 2x (mod 4),

d(3)� d0C 3x C 3 (mod 4)

which shows that!0d(2)D 2 whend0 is even and!0d(2)D 0 otherwise. Observe that

� D (x C yn0)2
� y2d0 � 1C 4n0C 4n2

0 � 4d0 � 1� 4d0 (mod 8)

and it follows thatd0 is even if and only if� � 1 (mod 8).
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Finally, suppose 4j y. In this cased(k) � xkC d0 (mod 4), which has a unique
solution tod(k) � 0 (mod 4) and hence!0d(2)D 1.

In every case!0d(p) is less thanp2 and qp D 0.
To treatD(1)(�I y, �(1)

�

(y, x)), write

d D d(k) D (2(n0C yk)C 1)2C
4x

y
(2(n0C yk)C 1)C

4x2
� 4�

y2

D 4(n2
0C 2yn0kC y2k2)C 1C 4n0C 4ykC

4x

y
(2n0C 1C 2yk)

C

4x2
� 4�

y2

D 4y2k2
C 4(2yn0C yC 2x)kC d0.

The computations for odd primes are exactly the same as the case j D 0. For p D 2,
!

0

d(2) D 0 becaused is always congruent to 1 modulo 4. Applying Theorem 5.2 we
complete the proof.

6. The density of discriminants and further topics

It is very natural to ask the density ofd’s for which p splits or ramifies into prin-
cipal prime ideals, ord’s such that p is in the image of the norm mapN

Q(
p

d)=Q.
This is trivially zero because suchd must not be divisible by any prime factorq with
(p=q) D �1 and these ‘special’ integers constitute only a null set inZ. More mean-
ingful question is therefore to ask the portion ofd’s out of all those special integers.

When�¤ 1, the constructions ofI ( j )(�) and OD( j )(�I yI�( j )
�

(y, x)) are pretty much
the same as the case� D �1. We can therefore expect the density of

[

(y,x)2I ( j )(�)

OD( j )(�I yI �( j )
�

(y, x))

for � ¤ 1 to be always similar to that of

[

(y,x)2I ( j )(�1)

OD( j )(�1I y, �( j )
�1(y, x)).

This counts the square-free integersd such thatOd has an element of norm�1,
i.e. the fundamental unit ofQ(

p

d) has norm�1. This is possible only when every
odd prime factor ofd is congruent to 1 modulo 4, but not all of such integerd gives
a field with N("d) D �1. AssumeP is a set of prime numbers with Dirichlet density
� . Following the estimation in [20], one can deduce that the number of positive in-
tegers (or positive square-free integers) less thanN and whose odd prime divisors are
all in P is of the order� N(log N)�1C� . In particular, when� is not a square and
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P D {p j p: prime, (�=p) D 1}, the number of such fundamental discriminants is of
the orderN=

p

log N.
For � D �1, it is a recent result that between 41 % and 67 % out of such funda-

mental discriminants satisfiesN("d) D �1 [8]. We hope similar results to be found for
prime numbersp instead of�1 too, but the situation is not that simple. Consider a
prime idealp of Q(

p

d) above p and its ideal class [p]. Then our problem is to show
that [p] is the principal class for a positive density of fundamental discriminants out
of thoseO(N(log N)�1=2) numbers. As�1 is replaced byp, however, the argument in
[8] only implies that the order of [p] is not divisible by 2. This is because the whole
reasoning stems from the theory of genera, which covers the 2-torsion elements (and
2-divisibility) in the ideal class group. The asymptotic behavior of 3-torsion elements
is handled via class field theory [4], and the same technique seems to be applicable
in obtaining some 3-divisibility result of [p]. Except these few results, not so much is
known about density estimation. It will be very interestingif a family of ideal classes
can be actually shown to be principal.
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