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A NECESSARY AND SUFFICIENT CONDITION FOR
THE EMBEDDING OF A LINDELOF SPACE IN

A HAUSDORFF 3Γ9 SPACE

BRENDA MACGIBBON

It is known that complete regularity characterizes the
Hausdorff topological spaces which are embeddable in a compact
Hausdorff space. The theory of ^^-analytic and J^~-Borelian
sets leads naturally to the search for an analogous criterion
for the embedding of a Hausdoff space in a Hausdorff 3ZI
space. (A Hausdorff J%Γa space is a Hausdorff space which is
equal to a countable union of its compact subsets.) We shall
give an answer to this problem for Lindelof spaces.

Strong regularity and strong normality of a closed sub-
space with respect to a given Hausdorff space are defined.
It is shown that a Hausdorff Lindelof space is embeddable in
a Hausdorff 3ίΓc if and only if X is equal to a union of an
increasing sequence of its strongly regular closed subspaces.
An example is given of a nonregular space which is equal
to a union of an increasing sequence of its strongly normal
subspaces.

One might think that if a Hausdorff space were equal to a union
of an increasing sequence of its closed completely regular subspaces,
it would be embeddable in a Hausdorff SΓσ. However, in [3] an
example of a Hausdorff space which is equal to a union of an in-
creasing sequence of its closed normal subspaces and which is not
embeddable in a Hausdorff Sfσ is given.

In 1959 in [1], Professor G. Choquet proved that a ^-analytic
space is embeddable in a space in which it is ^-Souslin if and only
.if it is embeddable in a Hausdorff 3>fa space. Since all ^-analytic
spaces are Lindelof, it is desirable to characterize Lindelof spaces
which are embeddable in Hausdorff Jtl spaces.

2* Preliminaries* We will need the following definitions.

DEFINITION 2.1. Let Y be a closed subspace of a Hausdorff to-
pological space X. Y is said to be strongly regular with respect to
X if for all subspaces A closed in Y and for all xe(Y\A), there
exist 0, P open in X such that:

AaO xeP OΠP = 0 .

Clearly such a subspace 7 is a regular topological space in the
subspace topology. The converse is false, because there exist closed
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and regular subspaces Y of a Hausdorff space X that are not strongly-
regular with respect to X. For example, let [0,1] have the following
topology JΓ\

0 e ^~ if and only if 0 = 0' (j (0" Π Q)

where 0', 0" are open in the usual topology and Q is the set of
rationale in [0,1].

Denote by X the Hausdorff topological space ([0,1], ̂ ~). Let /
be the set of irrationals in [0,1]; and let Y = I\J {q}, where q is a
rational in [0,1]. Now 7 is a closed and regular subspace of X, but
Y is not strongly regular with respect to X because every open set
in X containing I is everywhere dense in X.

DEFINITION 2.2. Let Y be a closed subspace of a Hausdorff to-
pological space X. Y is strongly normal with respect to X if for
every two closed subspaces A, B of Y, there exist open sets 0, P in
X such that:

A c O δ c P ; and O Π P - 0 .

Obviously, such a Y is a normal topological space in the subspace
topology. But note in the example given above, 7 is a closed and
normal subspace of X, but Y is not strongly normal with respect
to X.

Now several lemmas concerning these properties will be given.

LEMMA 2.1. Let Y be a closed subspace of a Hausdorff space X.
Then the following conditions are equivalent.

(1) Y is strongly regular with respect to X.
(2) For each yeY and for each 0 open in X and containing

y, there exists an open set P in X such that:

f/ePcPJc0,

where Px = the closure of P in X.
(3) For each closed A c Y and each ye(Y\A), there exists an

open 0 in X such that:

yeO and 0x Π A = 0 .

Proof. (The same proof as used to prove regularity in the
classical sense.)

LEMMA 2.2. Let Y be a closed subspace of a Hausdorff Lindelof
space X. If Y is strongly regular with respect to X, Y is strongly
normal with respect to X.
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Proof. Let A, B be two closed disjoint subspaces of Y. After
Lemma 2.1 we have:

(1) for each xe A, there exists an open subspace of X, 0x con-
taining x, such that:

Of Π B = 0 ; (Of = closure of 0* in X)

(2) for each yeB, there exists an open subspace of X, Py con-
taining y, such that:

Pff]A= Co .

Since X is Lindelof, the open cover of X consisting of

{{Qx}xeA,{Py}yeB and X\(A[jB)}

has a countable subcover. That is, there exist sequences {0Λ}~=i, {PJ~=1

of open subsets of X such that:
A c U»=i 0n; B c Un=i P»; with Of Π 5 = P i Π A = 0 for each w.
Define 0ί = 0x and Pi = Px; and by induction for each n

o; = o.\ΰ Pf, n = Pn\ύ of.
i=i i=i

Now 0; Π Pj = 0 for all i ^ ^ implies that o; Π P] = 0 for all
i ^ π. Similarly 0, Π Pi = 0 for all y ̂  ^ implies that 0J Π PL = 0
for all i ^ n. Thus, 0J Π Pi = 0 for all i and n. Then

(U o ) n ( ϋ P'«) = 0 .

For each n,Qξ Γι B = Pξ D A= 0. Therefore, A c (JΓ=i 0J and
S c U"=i P'n a n ( i these unions are disjoint. Thus, Y is strongly normal
with respect to X.

3* Embedding in Hausdorff 3ίΓa spaces*

THEOREM 3.1. Let X be a Hausdorff Lindelof space. Then a
necessary and sufficient condition for X to be embeddable in a
Hausdorff 3ίΓσ space is the following: there exists a sequence {X%}~=1

of subspaces of X such that:
(1) X = U»=i -X"n> αweZ f°r each n
(2) XnaXn+ί

(3) Xn is closed and strongly regular with respect to X.

Proof. Necessity. By hypothesis, X is embeddable in a Hausdorff
E = Un=i ί̂ n> where jBΓn is a compact subspace of E. Without loss
of generality, we can suppose that Kn c Kn+1 for each n.

Let Xn = KnΠ X. Obviously, X = \J~=1 Xn; Xn c Xn+1 for all n;
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and Xn is a closed and regular subspace of X. Moreover, Xn is strongly-
regular with respect to X; for suppose that A is closed and contained
in Xn and xe(Xn\A). Then x$Aκ». Thus, there exist open sets
U, V in E such that xe U; Aκ- c V; and U n V = 0 . Let 0 = UnX
and P = VΠ X. Then a e 0 and Ad P and O n P - 0 .

Sufficiency. By hypothesis, X is a Hausdorff Lindelof space;
X = \Jn=i Xn, and for all n, Xn c JfΛ+1, where X% is closed and strongly
regular with respect to X.

After Lemma 2.2, Xn is strongly normal with respect to X. Let
βXn be the Stone-Cech compactification of Xn (for w = 1, 2 •)• For
all n, βXn has a canonical embedding in βXn+1. Since Xw is strongly
normal with respect to X for all n, then /3X% = closure of Xn in
βXn+1. (This is a consequence of the theorem of Tietze [2].)

For all n, let Kn = βXn. Using the canonical embedding of βXn

in βXn+1, we can consider Kn c Kn+ι for each n. Let E = (J"= 1 iΓw

(or more precisely, the inductive limit of the K'ns).
To define the required topology on E, it is necessary to prove

the following lemma.

LEMMA 3.2. Let X= U»=i-^» be a Hausdorff Lindelof space,
where Xn satisfies conditions (1), (2), and (3) of Theorem S.I for each
n. Let Kn = βXn for each n (from which it follows that Kn c Kn+1).
For. any open subspace 0 of X and for each index n, there exists a
subset 0* of Kn such that:

( i ) 0J is an open subspace of Kn,
(ϋ) o:niκ-oniκ,

and (iii) 0* ΓΊ Kn^ = 0*_lβ

Proof. Let A = (X\0). Then A is closed in X. Let 4 = A n I n

for all n. Then A = (J~=i A* and Aw+1 Π l . - A , for all An.

Consider Af1 = the closure of A1 in Kγ. Obviously, Af1 Π X1 = A1

and A^i Π (X\X,) = 0 (since iΓ, Π ( ^ X J = 0 ) .

If we consider Ά2

K\ then X^i c Λ1^2 and Λ^2 n X2 = A2. It is

necessary to show that A2

Iζ2 Γ) Kt = Af1. Obviously, A^1 cz (iΓ: Π A2^
2).

Suppose that there exists a yeK.f] (K^Af1) = Kx Π (iΓ2\ΛAl) Then

there exists an open neighbourhood U of ?/ in iΓ2 such that:

£7̂ 2 η A*1 = 0 .

That is Uκ* n (Λ Π Xλ)
K2 = 0 .

This implies that (Uκ* n Λ) Π (C/*2 Π -2̂ ) = 0 .
Since X2 is strongly normal with respect to X and since K2 = /5X2,

then:
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(uκ*n A2)
κ* n (uκ*n xdKt = 0 .

(This is a consequence of the fact that two closed disjoint subspaces
in a normal space Y have disjoint closures in βY; and this is a con-
sequence of Urysohn's lemma [2].)

Since y e K19 then y e (UK* Π XJ*2. Thus y<£(UK*n A2)
κκ Thus,

2/ ί A2*
2. This shows that A2

K* Γ) Kx c A^*1; from which it follows
that A** Π K, = A/*.

In the same way, it can be shown that for all n:

A Kn Π K —A Kn~1

If we let 0* = Kn\Ά~n

Kn; the sequence {Oίj^i has the required
properties.

The end of the proof of Theorem 3.1. For each open set 0 in X,
let 0* = U»=iO£> where the 0£ were defined above. To show that
the 0*'s define a base for a topology on U»=i ̂ *» ί* ίs necessary to
show that (0 ΓΊ P)* = 0* Π P* for any two open subspaces 0, P of X.
Since 0* Π P* = U»=i (°ί Π Pί), it suffices to show for each n that:

(0Λ Π PΛ)* = 0; n Pί, where 0% = 0 n X , a n d P , = : P n Xn for each n.
Let An = Xn\0. and Bn = Xn\Pn. Then 0* - i Γ % \ ^ - and P%* =

K%\Bn*». __ _

Then o: Π P* = Kn\{An

κn u B ^ ) - X.\(An U Bn)
κ\

Since An Π Bn = -X»\(0» U P.); then, by definition (0. Π P )* =

Thus, the 0*'s define a base for a topology τ on U?=i^n From
now on, let E designate the topological space (U»=i Kn> τ)- By the
definition of r, X is embedded in E.

To show that E is Hausdorff, let x, y be in E. Then there exists
an n such that x,yeKn. Without loss of generality, let us suppose
that n = 1. Let us choose U, V open in Kx such that $e U ye V
and EPi Π F ^ = 0 . Let 0, = Uf] Xlf P, = Vf] X,; then ϋfi Π Pix = 0 .

From Lemma 2.2, it follows that Xγ is strongly normal with
respect to X. Thus, there exist 0, P open in X such that Of1 c 0'; Pf1 c P'
and 0 ' Π P ' = 0 . Thus, there exist 0, P open in X such that 0 Π P = 0 ;
0 Π Xx - 0, and P Π Xx = Px.

Let A - (X\0); B = (X\P); and for each n:

An = xnψ n x n ) ,
^ = XA(Pnx.).

For each n, define 0* - Kn\A?*; P* = Kn\B~n

κ«. Let 0* - U?=iθί
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and P* - Uϊ-iPi- Since (K\U) 3 A*i; then U cz {K\AX

K^ then 0*
is an open neighborhood of x in E. In the same way, it can be
shown that P* is a neighborhood of y in E. We have already shown
that 0* n P* = (0 Π P)*. Since 0 Π P = 0 and X is dense in £?, then
0* n P* = 0 . Thus, £7 is a Hausdorff space.

Since U7 is Hausdorff and 0* Π if% = 0ί for each w; then iΓ% is a
compact subspace of E. Thus X is embeddable in a Hausdorff

4* An example of a nonregular space satisfying the conditions
of the theorem* To show that the theorem is not trivial, we shall
give an example of a space satisfying the hypotheses of Theorem 3.1
without being regular.

Let [0,1] have the topology ^~ already used in the example that
follows Definition 2.1. From now on, let Y denote the topological
space ([0,1], ̂ ~); I the set of irrationals in [0, 1]; and C the Cantor
set in [0,1].

Consider the following subspace X of Y, defined by X = Z [j A[j B
where:

z= cm,
A = QΠ ([0,1]\C) ,

B = a subset of I which is countable and dense in [0,1] with
respect to the usual topology.

For convenience, let B = U~=i {K} a n d A = U?=i iα*} (Note that A is
not finite.)

Now, let X = U"=i -3Γ»» where

X. = Z\j(\J{bj})\j(U{aJ}).

It can be shown that X is Lindelof and that Xn is strongly
normal with respect to X. But X is not regular, since (Z U B) is
closed in X and all open sets that contain (Z U B) are everywhere
dense in X.

I would like to acknowledge my thanks to Professor G. Choquet
for reading the manuscript and for his helpful suggestions.
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