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## I. Introduction

It is well known that there are relationships between the heat flow, acting on differential forms on a closed oriented manifold $M$, and the topology of $M$. From Hodge theory, one can recover the Betti numbers of $M$ from the heat flow. Furthermore, Ray and Singer [42] defined an analytic torsion, a smooth invariant of acyclic flat bundles on $M$, and conjectured that it equals the classical Reidemeister torsion. This conjecture was proved to be true independently by Cheeger [7] and Müller [40]. The analytic torsion is nonzero only on odd-dimensional manifolds, and behaves in some ways as an odd-dimensional counterpart of the Euler characteristic [20].

If $M$ is not simply-connected, then there is a covering space analog of the Betti numbers. Using the heat flow on the universal cover $\widetilde{M}$, one can define the $L^{2}$-Betti numbers of $M$ [1] by taking the trace of the heat kernel not in the ordinary sense, but as an element of a certain type II von Neumann algebra. More concretely, this amounts to integrating the local trace of the heat kernel over a fundamental domain in $\widetilde{M}$. In $\S$ II, we summarize this theory.

We consider the covering space analog of the analytic torsion. This $L^{2}$-analytic torsion has the same relation to the $L^{2}$-cohomology as the ordinary analytic torsion bears to de Rham cohomology. In §III we define the $L^{2}$-analytic torsion $\mathscr{T}_{\Gamma}(M)$, under a technical assumption which we discuss later, and prove its basic properties. We show that $\mathscr{T}_{\Gamma}(M)$ is a smooth invariant of manifolds whose $L^{2}$-Betti numbers vanish. The proof is similar to that of the analogous statement for the ordinary analytic torsion, but requires some care because of the possible slow decay of the heat kernels for large time.

In order to know if there are interesting examples of $\mathscr{T}_{\Gamma}(M)$, we compute it in the case where $M$ admits a hyperbolic metric. It is clear that $\mathscr{T}_{\Gamma}(M)$ is proportionate to the volume of the hyperbolic metric, which is

[^0]a topological invariant by Mostow rigidity. The question is whether the constant of proportionality is nonzero. In §IV we show that the constant is nonzero for three-dimensional hyperbolic manifolds. Another invariant of $M$ which gives the hyperbolic volume is the simplicial volume $\|M\|$ of Gromov [25]. The relationship between $\|M\|$ and $\mathscr{T}_{\Gamma}(M)$ is not clear. Also, $\mathscr{T}_{\Gamma}(M)$ presumably equals the $L^{2}$-Reidemeister torsion defined in [6] and [31], although we do not prove this.

The technical condition needed to define $\mathscr{T}_{\Gamma}(M)$ is that the type II traces of the heat kernels approach the $L^{2}$-Betti numbers sufficiently quickly for large time. For example, a power-law decay is sufficient. It was shown by Novikov and Shubin that in addition to the $L^{2}$-Betti number $b_{p}^{(2)}(M)$, the exponent $\alpha_{p}(M)$ involved in the power-law decay of the trace on $p$-forms is a smooth invariant of $M$ [41]. In $\S V$ we show that $\alpha_{p}(M)$ is defined for all closed oriented topological manifolds $M$ and is a homeomorphism invariant. This is done by putting a Lipschitz structure on $M$ [47] and carrying out the heat kernel analysis on the Lipschitz manifold ([48], [28]).

In order to obtain some understanding of the invariant $\alpha_{p}(M)$, in $\S \mathrm{VI}$ we look at the case of Abelian fundamental group. One can then use Fourier analysis and the perturbation theory of operators to get some concrete results. We show that in this case $\alpha_{p}(M)$ is determined by higher order cohomology products. We give examples where $\alpha_{p}(M)$ is arbitrarily close to 0 .

In $\S$ VII we collect some information on $\alpha_{p}(M)$ in the case of locally symmetric spaces. We also consider the case of manifolds covered by Heisenberg groups and obtain upper bounds on $\alpha_{p}(M)$. For the threedimensional Heisenberg group we show that these bounds are exact. This is done by explicit calculation of the heat kernel on the diagonal of $\widetilde{M} \times \widetilde{M}$.

## II. Type II traces of heat kernels

We give a summary of the theory of type II traces of heat kernels. For more details, see [1], [8], [14].

Let $\Gamma$ be a discrete group. There is an action $L: \Gamma \rightarrow B\left(l^{2}(\Gamma)\right)$ of $\Gamma$ on $l^{2}(\Gamma)$ induced from the action of $\Gamma$ on $\Gamma$ of left multiplication. Put

$$
\begin{equation*}
\mathscr{M}=\left\{T \in B\left(l^{2}(\Gamma)\right): L(g) T=T L(g) \text { for all } g \in \Gamma\right\} . \tag{1}
\end{equation*}
$$

$\mathscr{M}$ is a von Neumann algebra generated by the right multiplication operators $R(g)$. There is a finite trace $\mathrm{Tr}_{\mathrm{II}}$ on $\mathscr{M}$, continuous in the weak
operator topology, given by $\operatorname{Tr}_{\mathrm{II}}\left(R_{g}\right)=\delta_{g, e}$, which makes $\mathscr{M}$ into a type $\mathrm{II}_{1}$ von Neumann algebra.

Let $M$ be a closed oriented smooth Riemannian manifold of dimension $n$ and let $\widetilde{M}$ be its universal cover. Let $\Lambda^{p}(\widetilde{M})$ denote the Hilbert space of $L^{2} p$-forms on $\widetilde{M}$. The Laplacian $\widetilde{\Delta}_{p}=d d^{*}+d^{*} d$, initially defined on smooth forms of compact support, has a unique selfadjoint extension, with domain the Sobolev space of $p$-forms $H^{2}(\widetilde{M})$ and image contained in $\Lambda^{p}(\widetilde{M})$. For $T>0$, the operator $e^{-T \widetilde{\Delta}_{p}}$ defined by the spectral theorem has a Schwartz kernel given by a smooth form on $\widetilde{M} \times \widetilde{M}$ [12].

The group $\Gamma=\pi_{1}(M)$ acts by deck transformations on $\widetilde{M}$. If $\mathscr{F}$ is a fundamental domain for this action, then $\Lambda^{p}(\widetilde{M}) \cong l^{2}(\Gamma) \otimes \Lambda^{p}(\mathscr{F})$, and the space of bounded operators on $\Lambda^{p}(\widetilde{M})$ which commute with the $\Gamma$ action can be identified with $\mathscr{M} \otimes B\left(\Lambda^{p}(\mathscr{F})\right)$. There is a (possibly infinite) trace $\operatorname{Tr}_{\Gamma}$ on $\mathscr{M} \otimes B\left(\Lambda^{p}(\mathscr{F})\right)$, constructed from $\operatorname{Tr}_{\text {II }}$ and the ordinary trace on $B\left(\Lambda^{p}(\mathscr{F})\right)$, which makes $\mathscr{M} \otimes B\left(\Lambda^{p}(\mathscr{F})\right)$ into a type $\mathrm{II}_{\infty}$ von Neumann algebra.

In particular, for $T>0, e^{-T \widetilde{\Delta}_{p}}$ is a bounded $\Gamma$-invariant operator on $\Lambda^{p}(\widetilde{M})$ and $\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}$ is finite. More explicitly,

$$
\begin{equation*}
\mathrm{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}=\int_{\mathscr{F}} \operatorname{tr}\left(e^{-T \widetilde{\Delta}_{p}}(x, x)\right) d \operatorname{vol}(x) \tag{2}
\end{equation*}
$$

where $\operatorname{tr}$ denotes the (finite-dimensional) trace on $\operatorname{End}\left(\Lambda^{p}(x)\right)$. The $L^{2}-$ Betti numbers are given by

$$
\begin{equation*}
b_{p}^{(2)}(M)=\lim _{T \rightarrow \infty} \operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}} \tag{3}
\end{equation*}
$$

## III. $L^{2}$-analytic torsion

First, recall the definition of the usual analytic torsion [42]. Let $\Lambda^{p}(M)$ denote the Hilbert space of $L^{2} p$-forms on $M$ and put $\Lambda^{*}(M)=$ $\oplus \Lambda^{p}(M)$. Let $\Delta$ denote the Laplacian on $\Lambda^{*}(M)$, a densely defined selfadjoint operator. Let $\Delta^{\prime}$ denote the Laplacian acting on $(\operatorname{Ker} \Delta)^{\perp}$. Let $F: \Lambda^{*}(M) \rightarrow \Lambda^{*}(M)$ be the operator which is multiplication by $p$ on $\Lambda^{p}(M)$.

Definition 1. We set

$$
\begin{equation*}
\mathscr{T}=\left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\infty} T^{s-1} \operatorname{Tr}(-1)^{F} F e^{-T \Delta^{\prime}} d T \tag{4}
\end{equation*}
$$

The integral, which exists for $\operatorname{Re} s>n / 2$, is extended analytically to a meromorphic function in $s$, so that one is differentiating a holomorphic function at $s=0$.

We now form the $L^{2}$-analog of $\mathscr{T}$. Let $\tilde{\Delta}^{\prime}$ denote the Laplacian acting on $(\operatorname{Ker} \widetilde{\Delta})^{\perp}$.

Definition 2.

$$
\begin{align*}
\mathscr{T}_{\Gamma}= & \left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\varepsilon} T^{s-1} \operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}^{\prime}} d T \\
& +\int_{\varepsilon}^{\infty} T^{-1} \operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}^{\prime}} d T \tag{5}
\end{align*}
$$

Note 3. 1. We are assuming that for all $p$, as $T \rightarrow \infty, \operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta_{p}^{\prime}}}$ is $O\left(T^{-\alpha_{p} / 2}\right.$ ) for some $\alpha_{p}>0$. Then the second integral in (5) makes sense. This asymptotic condition is independent of the Riemannian metric (see $\S \mathrm{V})$. We do not know if it is always fulfilled.
2. We will see below that the first integral in (5) can be extended analytically in $s$ from $\operatorname{Re} s>n / 2$.
3. $\mathscr{T}_{\Gamma}$ is independent of the choice of the positive number $\varepsilon$ in the definition.
4. We use zeta-function regularization on $[0, \varepsilon]$. This is in order to ensure that $\mathscr{T}_{\Gamma}$ has a simple dependence on the Riemannian metric.
5. We do not extend the zeta-function regularization to large time. This is because $\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-\widetilde{\Delta^{\prime}}}$ may have a slow decay for large $T$, which could mean that the integrand of an expression analogous to (4) would not be integrable for any value of $s$.
6. One could make the same definition for a normal cover of $M$ with group of deck transformations $\Gamma$.

In order to study the small- $T$ behavior of $\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}$, one can use a parametrix $\widetilde{P}$ on $\widetilde{M}_{\sim}$ which is pulled back from a parametric $P$ on $M$. It follows that $\operatorname{Tr}_{\Gamma} e^{-\widetilde{\Delta_{p}}}$ and $\operatorname{Tr} e^{-T \Delta_{p}}$ have the same small- $T$ asymptotics. More precisely, we have

Lemma 4. Let $d$ be the length of the shortest closed geodesic on $M$ which is in a nontrivial free homotopy class. Put $N=[n / 4]+1$. Then for any integer $k \geq 0$ and any $\varepsilon>0,\left|\operatorname{Tr}_{\Gamma} \tilde{\Delta}_{p}^{k} e^{-\tau \widetilde{\Delta}_{p}}-\operatorname{Tr} \Delta_{p}^{k} e^{-T \Delta_{p}}\right|$ is $O\left(T^{-2 k-4 N+(1 / 2)} e^{-(d-\varepsilon)^{2} / 4 T}\right)$ as $T \rightarrow 0$.

Proof. Let $\varepsilon$ be arbitrarily small. For $x, y \in \widetilde{M}$, put $R=d(x, y)-\varepsilon$. If $d(x, y)>\varepsilon$, the finite propagation speed method of [11, §1] gives

$$
\begin{equation*}
\left|\widetilde{\Delta}_{p}^{k} e^{-T \widetilde{\Delta}_{p}}(x, y)\right| \leq \text { const. } \sum_{i=0}^{2 N} \int_{R}^{\infty}\left|\hat{f}^{(2 k+2 i)}(s)\right| d s \tag{6}
\end{equation*}
$$

where $\hat{f}(s)=\pi^{1 / 2} T^{-1 / 2} e^{-s^{2} / 4 T}$. (We are not concerned with the geometric dependence of the constants, which is the main point of [11].) Now

$$
\begin{equation*}
\hat{f}^{(2 j)}(s)=T^{-(j+1 / 2)} P_{j}\left(\frac{s^{2}}{T}\right) e^{-s^{2} / 4 T} \tag{7}
\end{equation*}
$$

for some polynomial $P_{j}$ of degree $j$, and so

$$
\begin{aligned}
& \int_{R}^{\infty}\left|\hat{f}^{(2 j)}(s)\right| d s \\
& \leq \text { const } . \int_{R}^{\infty} T^{-(j+1 / 2)}\left[1+\left(\frac{s^{2}}{T}\right)^{j}\right] e^{-s^{2} / 4 T} d s \\
& \leq \text { const } . \int_{0}^{\infty} T^{-(j+1 / 2)}\left[1+\left(\frac{(R+x)^{2}}{T}\right)^{j}\right] e^{-\left(R^{2}+2 R x\right) / 4 T} d x \\
& \leq \text { const } . T^{-(j+1 / 2)}\left[1+\left(\frac{(R+T / R)^{2}}{T}\right)^{j}\right] e^{-R^{2} / 4 T} \frac{T}{R} \\
& \leq \text { const } . T^{-j}\left(\frac{R^{2}}{T}\right)^{-1 / 2}\left[\left(\frac{R^{2}}{T}\right)^{-j}+\left(\frac{R^{2}}{T}\right)^{j}\right] e^{-R^{2} / 4 T}
\end{aligned}
$$

Thus

$$
\begin{align*}
\left|\tilde{\Delta}_{p}^{k} e^{-T \widetilde{\Delta}_{p}}(x, y)\right| \leq \mathrm{const} \cdot\left(\frac{R^{2}}{T}\right)^{-1 / 2}[ & R^{-2 k}+R^{-2 k-4 N}  \tag{9}\\
& \left.+R^{2 k} T^{-2 k}+R^{2 k+4 N} T^{-2 k-4 N}\right] e^{-R^{2} / 4 T}
\end{align*}
$$

Let $a: \Gamma \rightarrow \operatorname{Diff}(\widetilde{M})$ denote the action of $\Gamma$ on $\widetilde{M}$ by deck transformations. Put

$$
\begin{equation*}
F(x, t, T)=\sum_{g}\left(\tilde{\Delta}_{p}^{k} e^{-T \widetilde{\Delta}_{p}} a(g)^{*}\right)(x, y) \quad \text { for } x, y \in \widetilde{M} \tag{10}
\end{equation*}
$$

To see that the sum in (10) converges absolutely, put $N(r)=\#\left(\{a(g) y\}_{g \in \Gamma}\right.$ $\left.\cap \overline{B_{r}(x)}\right\}$. If the sectional curvatures of $M$ are $\geq-K^{2}$, then $N(r) \leq$ const. $e^{(n-1) K r}$ [37]. Thus (9) gives

$$
\begin{align*}
& \sum_{g}\left|\left(\tilde{\Delta}_{p}^{k} e^{-\tau \widetilde{\Delta}_{p}} a(g)^{*}\right)(x, y)\right| \\
& \leq \text { const } .(T)\left[1+\int_{\varepsilon}^{\infty}(r-\varepsilon)^{2 k+4 N-1} e^{-(r-\varepsilon)^{2} / 4 T} d(N(r)-1)\right] \\
& =\text { const } .(T)\left[1+\int_{0}^{\infty} R^{2 k+4 N-1} e^{-R^{2} / 4 T} d(N(R+\varepsilon)-1)\right] \\
& =\text { const } .(T)\left[1+\int_{0}^{\infty}\left[-(2 k+4 N-1) R^{2 k+4 N-2}+\frac{R^{2 k+4 N}}{2 T}\right]\right.  \tag{11}\\
& \left.\times e^{-R^{2} / 4 T}(N(R+\varepsilon)-1) d R\right] \\
& \leq \text { const. }(T)\left[1+\int_{0}^{\infty}\left[-(2 k+4 N-1) R^{2 k+4 N-2}+\frac{R^{2 k+4 N}}{2 T}\right]\right. \\
& \left.\times e^{-R^{2} / 4 T} e^{(n-1) K R} d R\right]<\infty .
\end{align*}
$$

We claim

$$
\begin{equation*}
F(x, y, T)=\left(\Delta_{p}^{k} e^{-T \Delta_{p}}\right)(\pi(x), \pi(y)) . \tag{12}
\end{equation*}
$$

To see this, by construction we have $\left(a\left(g_{1}\right)^{*} F a\left(g_{2}\right)^{*}\right)(T)=F(T)$ for all $g_{1}, g_{2} \in \Gamma$, and so

$$
\begin{equation*}
F(T)=\pi^{*} G(T) \tag{13}
\end{equation*}
$$

for some smooth form $G$ on $M \times M$. Also
(14) $\left(\frac{\partial}{\partial T}+\tilde{\Delta}_{p}\right) F(T)=\left(\frac{\partial}{\partial T}+\tilde{\Delta}_{p}\right) \pi^{*} G(T)=\pi^{*}\left(\frac{\partial}{\partial T}+\Delta_{p}\right) G(T)$,
which implies

$$
\begin{equation*}
\left(\frac{\partial}{\partial T}+\Delta_{p}\right) G(T)=0 \tag{15}
\end{equation*}
$$

As distributions on $\widetilde{M} \times \widetilde{M}$,

$$
\begin{equation*}
\lim _{T \rightarrow 0} F(T)=\lim _{T \rightarrow 0} \sum_{g} \tilde{\Delta}_{p}^{k} e^{-T \widetilde{\Delta}_{p}} a(g)^{*}=\tilde{\Delta}_{p}^{k}=\pi^{*} \Delta_{p}^{k} \tag{16}
\end{equation*}
$$

so $\lim _{T \rightarrow 0} G(T)=\Delta_{p}^{k}$. By the uniqueness of solutions to the heat equation on $M$, we have

$$
\begin{equation*}
G(T)=\Delta_{p}^{k} e^{-T \Delta_{p}} \tag{17}
\end{equation*}
$$

Now

$$
\begin{gather*}
\left(\Delta_{p}^{k} e^{-T \Delta_{p}}\right)(\pi(x), \pi(x))-\left(\tilde{\Delta}_{p}^{k} e^{-T \widetilde{\Delta}_{p}}\right)(x, x) \\
=\sum_{g \neq e}\left(\tilde{\Delta}_{p}^{k} e^{-\tau \widetilde{\Delta}_{p}}\left(a(g)^{*}\right)(x, x)\right. \tag{18}
\end{gather*}
$$

For any $\Lambda>0$, let us divide this sum into the contribution of $\{g$ : $d(x, a(g) x) \leq \Lambda+\varepsilon\}$ and the contribution of $\{g: d(x, a(g) x)>\Lambda+\varepsilon\}$. The second contribution is bounded by

$$
\begin{align*}
& \int_{\Lambda}^{\infty} \text { const } .\left(\frac{R^{2}}{T}\right)^{-1 / 2}\left[R^{-2 k}+R^{-2 k-4 N}+R^{2 k} T^{-2 k}+R^{2 k+4 N} T^{-2 k-4 N}\right] \\
& \times e^{-R^{2} / 4 T} d(N(R+\varepsilon)-N(\Lambda+\varepsilon)) \\
& \leq \int_{\Lambda}^{\infty} \text { const. } \left\lvert\, \frac{d}{d R}\left\{( \frac { R ^ { 2 } } { T } ) ^ { - 1 / 2 } \left[R^{-2 k}+R^{-2 k-4 N}+R^{2 k} T^{-2 k}\right.\right.\right. \\
& \left.\left.+R^{2 k+4 N} T^{-2 k-4 N}\right] e^{-R^{2} / 4 T}\right\} \mid e^{(n-1) K R} d R \\
& \leq \int_{\Lambda}^{\infty} \text { const. } T^{-1 / 2}\left(1+\frac{R^{2}}{T}\right)\left[R^{-2 k-2}+R^{-2 k-4 N-2}\right.  \tag{19}\\
& \left.+R^{2 k-2} T^{-2 k}+R^{2 k+4 N-2} T^{-2 k-4 N}\right] e^{-R^{2} / 4 T} e^{(n-1) K R} d R \\
& \leq \text { const } . e^{-\Lambda^{2} / 4 T} e^{(n-1) K \Lambda} \int_{0}^{\infty} T^{-1 / 2}\left(1+\frac{(\Lambda+x)^{2}}{T}\right) \\
& \times\left[(\Lambda+x)^{-2 k-2}+(\Lambda+x)^{-2 k-4 N-2}+(\Lambda+x)^{2 k-2} T^{-2 k}\right. \\
& \left.+(\Lambda+x)^{2 k+4 N-2} T^{-2 k-4 N}\right] e^{-2 \Lambda x / 4 T} e^{(n-1) K x} d x .
\end{align*}
$$

By taking $\Lambda$ large enough, we can ensure that the result is $o\left(e^{-100 d^{2} / T}\right)$ as $T \rightarrow 0$ uniformly with respect to $x \in \widetilde{M}$.

We are left with the contribution of the finite set $\{g: d(x, a(g) x) \leq$ $\Lambda+\varepsilon\}$. By (9), this is $O\left(T^{-2 k-4 N+(1 / 2)} e^{-(d-\varepsilon)^{2} / T}\right)$ as $T \rightarrow 0$, uniformly with respect to $x$. Integrating (18) over a fundamental domain thus gives the lemma.

Corollary 5.

$$
\mathscr{T}_{\Gamma}-\mathscr{T}=\int_{0}^{\infty} T^{-1}\left(\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}}-\operatorname{Tr}(-1)^{F} F e^{-T \Delta}\right.
$$

$$
\begin{equation*}
\left.-\theta(T-\varepsilon)\left(c_{\Gamma}-c\right)\right) d T-(\ln \varepsilon+\gamma)\left(c_{\Gamma}-c\right) \tag{20}
\end{equation*}
$$

where $\theta$ is the Heaviside step function, $\varepsilon$ is an arbitrary positive number, $\gamma$ is the Euler-Mascheroni constant, $c_{\Gamma}=\sum(-1)^{p} p b_{p}^{(2)}$, and $c=$ $\sum(-1)^{p} p b_{p} .($ The point is that there is no need for zeta-function regularization in $\mathscr{T}_{\Gamma}-\mathscr{T}$.)

Proof. We have

$$
\begin{aligned}
\mathscr{T}_{\Gamma}-\mathscr{T}= & \left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\varepsilon} T^{s-1}\left[\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \tilde{\Delta}}\right. \\
& \left.\quad-c_{\Gamma}-\operatorname{Tr}(-1)^{F} F e^{-T \Delta}+c\right] \\
& +\int_{\varepsilon}^{\infty} T^{-1}\left[\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \tilde{\Delta}}-c_{\Gamma}-\operatorname{Tr}(-1)^{F} F e^{-T \Delta}+c\right] d T
\end{aligned}
$$

By Lemma 4, $\int_{0}^{\varepsilon} T^{s-1}\left(\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}}-\operatorname{Tr}(-1)^{F} F e^{-T \Delta}\right) d T$ is holomorphic in $s$, and so
$\mathscr{T}_{\Gamma}-\mathscr{T}=\int_{0}^{\varepsilon} T^{-1}\left[\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}}-\operatorname{Tr}(-1)^{F} F e^{-T \Delta}\right] d T$

$$
\begin{align*}
& -\left.\frac{d}{d s}\right|_{s=0} \frac{1}{s \Gamma(s)}\left(c_{\Gamma}-c\right) \varepsilon^{s}  \tag{22}\\
& +\int_{\varepsilon}^{\infty} T^{-1}\left[\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}}-\operatorname{Tr}(-1)^{F} F e^{-T \Delta}-\left(c_{\Gamma}-c\right)\right] d T
\end{align*}
$$

from which the corollary follows.
Proposition 6. If $M$ is even dimensional, then $\mathscr{T}_{\Gamma}(M)=0$.
Proof. This follows from the Hodge duality, as in the usual case [42].
Proposition 7. Suppose that $M$ is odd dimensional. If $g(u)=g_{0} u+$ $g_{1}(1-u)$ is a one-parameter family of Riemannian metrics, let $*(u)$ denote the Hodge duality operator for the metric $g(u)$, and put $V=\left(\left.\frac{d}{d u}\right|_{u=0}\right)^{*-1}$. Then

$$
\begin{equation*}
\left.\frac{d}{d u}\right|_{u=0} \mathscr{T}_{\Gamma}(u)=\left.\operatorname{Tr}_{\Gamma}(-1)^{F+1} V\right|_{\operatorname{Ker} \widetilde{\Delta}} \tilde{} \tag{23}
\end{equation*}
$$

Proof. We will think of $V$ as an operator on both $\Lambda^{*}(M)$ and $\Lambda^{*}(\widetilde{M})$. By the known formula for $\frac{d}{d u} \mathscr{T}(u)$ [42], it is enough to show

$$
\begin{equation*}
\left.\frac{d}{d u}\right|_{u=0}(\mathscr{T}(u)-\mathscr{T}(u))=\left.\operatorname{Tr}_{\Gamma}(-1)^{F+1} V\right|_{\operatorname{Ker} \tilde{\Delta}}-\left.\operatorname{Tr}(-1)^{F+1} V\right|_{\operatorname{Ker} \Delta} . \tag{24}
\end{equation*}
$$

Define

$$
\begin{align*}
&\left(\mathscr{T}_{\Gamma}-\mathscr{T}\right)(u, \Lambda)= \int_{0}^{\Lambda} T^{-1}\left[\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}}-\right. \\
&  \tag{25}\\
&-\left(\operatorname{Tn}(-1)^{F} F e^{-T \Delta}\right. \\
&\left.-\theta(T-\varepsilon)\left(c_{\Gamma}-c\right)\right] d T \\
&
\end{align*}
$$

Then

$$
\begin{equation*}
\left(\mathscr{T}_{\Gamma}-\mathscr{T}\right)(u)=\lim _{\Lambda \rightarrow \infty}\left(\mathscr{T}_{\Gamma}-\mathscr{T}\right)(u, \Lambda) . \tag{26}
\end{equation*}
$$

We will show that

$$
\begin{equation*}
\frac{d}{d u}\left(\mathscr{T}_{\Gamma}-\mathscr{T}\right)(u, \Lambda)=\operatorname{Tr}_{\Gamma}(-1)^{F+1} V e^{-\Lambda \tilde{\Delta}}-\operatorname{Tr}(-1)^{F+1} V e^{-\Lambda \Delta}, \tag{27}
\end{equation*}
$$

so that

$$
\left(\mathscr{T}_{\Gamma}-\mathscr{T}\right)(u, \Lambda)=\left(\mathscr{T}_{\Gamma}-\mathscr{T}\right)(0, \Lambda)
$$

$$
\begin{equation*}
+\int_{0}^{u}\left[\operatorname{Tr}_{\Gamma}(-1)^{F+1} V e^{-\Lambda \widetilde{\Delta}}-\operatorname{Tr}(-1)^{F+1} V e^{-\Lambda \Delta}\right](v) d v . \tag{28}
\end{equation*}
$$

Using the assumed large-time decay of $\operatorname{Tr}_{\Gamma} e^{-\tau \widetilde{\Delta}^{\prime}}$, it will follow that

$$
\left(\mathscr{T}_{\Gamma}-\mathscr{T}\right)(u)=\left(\mathscr{T}_{\Gamma}-\mathscr{T}\right)(0)
$$

$$
\begin{equation*}
+\int_{0}^{u}\left[\left.\operatorname{Tr}_{\Gamma}(-1)^{F+1} V\right|_{\operatorname{Ker} \tilde{\Delta}}-\left.\operatorname{Tr}(-1)^{F+1} V\right|_{\operatorname{Ker} \Delta}\right](v) d v \tag{29}
\end{equation*}
$$

Lemma 8. $\quad B(u, T) \equiv \operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}}-\operatorname{Tr}(-1)^{F} F e^{-T \Delta}$ is differentiable in $u$, with

$$
\begin{equation*}
\frac{d B}{d u}=T \frac{d}{d T}\left(\operatorname{Tr}_{\Gamma}(-1)^{F+1} V e^{-T \widetilde{\Delta}}-\operatorname{Tr}(-1)^{F+1} V e^{-T \Delta}\right) \tag{30}
\end{equation*}
$$

Proof. By Duhamel's principle, we have

$$
\begin{align*}
& \frac{1}{u}\left[\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-(T-\varepsilon) \widetilde{\Delta}(u)} e^{-\varepsilon \widetilde{\Delta}(0)}-\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-\varepsilon \widetilde{\Delta}(u)} e^{-(T-\varepsilon) \widetilde{\Delta}(0)}\right] \\
& \quad=-\int_{\varepsilon}^{T-\varepsilon} \operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-\tilde{\Delta}(u)} u^{-1}(\widetilde{\Delta}(u)-\widetilde{\Delta}(0)) e^{-(T-s) \widetilde{\Delta}(0)} d s \tag{31}
\end{align*}
$$

Because $\left\|\left(u^{-1}(\widetilde{\Delta}(u)-\widetilde{\Delta}(0))-\left.\frac{d}{d u}\right|_{u=0} \widetilde{\Delta}(u)\right) e^{-\varepsilon / 2 \tilde{\Delta}(0)}\right\|$ is $O(u)$ as $u \rightarrow 0$, the
limit as $u \rightarrow 0$ of (31) exists, and we can write

$$
\begin{align*}
& \left.\frac{d}{d u}\right|_{u=0}\left[\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-(T-\varepsilon) \widetilde{\Delta}(u)} e^{-\varepsilon \tilde{\Delta}(0)}-\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-\varepsilon \widetilde{\Delta}(u)} e^{-(T-\varepsilon) \widetilde{\Delta}(0)}\right] \\
&  \tag{32}\\
& =-\left.\int_{\varepsilon}^{T-\varepsilon} \operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-s \widetilde{\Delta}(0)} \frac{d \widetilde{\Delta}}{d u}\right|_{u=0} e^{-(T-s) \widetilde{\Delta}(0)} d s \\
& \\
& =-\left.(T-2 \varepsilon) \operatorname{Tr}_{\Gamma}(-1)^{F} F \frac{d \widetilde{\Delta}}{d u}\right|_{u=0} e^{-T \widetilde{\Delta}(0)}
\end{align*}
$$

As in [9], we have

$$
\begin{align*}
\left.\frac{d}{d u}\right|_{u=0} \operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}(u)}= & \left.\frac{d}{d u}\right|_{u=0} \operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-\varepsilon \tilde{\Delta}(u)} e^{-(T-\varepsilon) \widetilde{\Delta}(u)} \\
= & \operatorname{Tr}_{\Gamma}(-1)^{F} F\left(\left.\frac{d}{d u}\right|_{u=0} e^{-\varepsilon \widetilde{\Delta}(u)}\right) e^{-(T-\varepsilon) \tilde{\Delta}(0)}  \tag{33}\\
& +\left.\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-\varepsilon \widetilde{\Delta}(0)} \frac{d}{d u}\right|_{u=0} e^{-(T-\varepsilon) \widetilde{\Delta}(u)}
\end{align*}
$$

and therefore

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \operatorname{Tr}_{\Gamma}(-1)^{F} F\left(\left.\frac{d}{d u}\right|_{u=0} e^{-\varepsilon \widetilde{\Delta}(u)}\right) e^{-(T-\varepsilon) \tilde{\Delta}(0)}=0 \tag{34}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\left.\frac{d}{d u}\right|_{u=0} \operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}(u)}=-\left.T \operatorname{Tr}_{\Gamma}(-1)^{F} F \frac{d \widetilde{\Delta}}{d u}\right|_{u=0} e^{-T \widetilde{\Delta}(0)} \tag{35}
\end{equation*}
$$

From this point on, the arguments are the same as for the ordinary analytic torsion [7]. q.e.d.

Using the method of proof of Lemma 4 in the case $k=1$, we have that $\frac{d}{d T}\left[\operatorname{Tr}_{\Gamma}(-1)^{F} V e^{-T \widetilde{\Delta}}-\operatorname{Tr}(-1)^{F} V e^{-T \Delta}\right]$ is uniformly bounded for $0 \leq$ $T \leq \Lambda$ and $0 \leq u \leq 1$. Then (27) follows. In order to take the limit $\Lambda \rightarrow \infty$ in (28), because $V$ is uniformly bounded in $v$, it suffices to know that $\operatorname{Tr}_{\Gamma} e^{-\Lambda \widetilde{\Delta}_{p}}-\operatorname{Tr}_{\Gamma}$ (projection onto $\operatorname{Ker} \widetilde{\Delta}_{p}$ ) is $O\left(\Lambda^{-\alpha_{p} / 2}\right.$ ) for some $\alpha_{p}$, uniformly in $v \in[0, u]$. By assumption, this is true for any fixed $v \in[0, u]$. Lemma 25 and the proof of Proposition 32 will show that it is true uniformly on $[0, u]$.

Corollary 9. If $M$ is $L^{2}$-acyclic, then $T_{\Gamma}$ is a smooth invariant of $M$.
Note 10. Some examples of odd-dimensional $L^{2}$-acyclic manifolds are given by nonpositively-curved locally symmetric spaces, manifolds whose
sectional curvature is sufficiently closely pinched around -1 [17], and $K(\pi, 1)$ manifolds with $\pi$ amenable [10].

## Proposition 11.

$$
\begin{equation*}
\mathscr{T}_{\Gamma}\left(M_{1} \times M_{2}\right)=\chi\left(M_{1}\right) \mathscr{T}_{\Gamma}\left(M_{2}\right)+\chi\left(M_{2}\right) \mathscr{T}_{\Gamma}\left(M_{1}\right) \tag{36}
\end{equation*}
$$

Proof. We have

$$
\begin{equation*}
\widetilde{\Delta}\left(\widetilde{M_{1}} \times \widetilde{M_{2}}\right)=\widetilde{\Delta}\left(\widetilde{M_{1}}\right) \otimes I+I \otimes \widetilde{\Delta}\left(\widetilde{M_{2}}\right) \tag{37}
\end{equation*}
$$

and so

$$
\begin{align*}
\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}\left(\widetilde{M_{1}} \times \widetilde{M_{2}}\right)}= & \operatorname{Tr}_{\Gamma}(-1)^{F_{1}+F_{2}}\left(F_{1}+F_{2}\right) e^{-T \widetilde{\Delta}\left(\widetilde{M_{1}}\right)} \otimes e^{-T \widetilde{\Delta}\left(\widetilde{M_{2}}\right)} \\
= & \operatorname{Tr}_{\Gamma}(-1)^{F_{1}} F_{1} e^{-\widetilde{\Delta \Delta}\left(\widetilde{\left.M_{1}\right)}\right.} \operatorname{Tr}_{\Gamma}(-1)^{F_{2}} e^{-\widetilde{\Delta \Delta}\left(\widetilde{M_{2}}\right)}  \tag{38}\\
& +\operatorname{Tr}_{\Gamma}(-1)^{F_{1}} e^{-\widetilde{\Delta \Delta}\left(\widetilde{\left.M_{1}\right)}\right.} \operatorname{Tr}_{\Gamma}(-1)^{F_{2}} F_{2} e^{-T \widetilde{\Delta}\left(\widetilde{M_{2}}\right)}
\end{align*}
$$

Now $\operatorname{Tr}_{\Gamma}(-1)^{F_{2}} e^{-T \widetilde{\Delta}\left(\widetilde{M}_{2}\right)}$ is independent of $T$ and equals $\sum_{s}(-1)^{s} b_{s}^{(2)}\left(M_{2}\right)$ [8], which equals $\chi\left(M_{2}\right)$ by Atiyah's $L^{2}$ index theorem [1]. Thus

$$
\begin{align*}
\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}\left(\widetilde{M_{1}} \times \widetilde{M_{2}}\right)}= & \chi\left(M_{1}\right) \operatorname{Tr}_{\Gamma}(-1)^{F_{2}} F_{2} e^{-\tau \widetilde{\Delta}\left(\widetilde{M_{2}}\right)} \\
& +\chi\left(M_{2}\right) \operatorname{Tr}_{\Gamma}(-1)^{F_{1}} F_{1} e^{-\widetilde{\Delta \Delta}\left(\widetilde{M_{1}}\right)} \tag{39}
\end{align*}
$$

Subtracting the $T \rightarrow \infty$ limit of (39) gives

$$
\begin{align*}
\operatorname{Tr}_{\Gamma}(-1)^{F} F e^{-T \widetilde{\Delta}^{\prime}\left(\widetilde{M_{1}} \times \widetilde{M_{2}}\right)}= & \chi\left(M_{1}\right) \operatorname{Tr}_{\Gamma}(-1)^{F_{2}} F_{2} e^{-T \widetilde{\Delta^{\prime}}\left(\widetilde{M_{2}}\right)} \\
& +\chi\left(M_{2}\right) \operatorname{Tr}_{\Gamma}(-1)^{F_{1}} F_{1} e^{-T \widetilde{\Delta^{\prime}}\left(\widetilde{M_{1}}\right)} \tag{40}
\end{align*}
$$

from which the proposition then follows.
Proposition 12. $\mathscr{T}_{\Gamma}$ is multiplicative under finite coverings.
Proof. This follows from the multiplicativity of $\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}$.
Lemma 13. For any $\alpha>0$,

$$
\begin{equation*}
\left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\varepsilon} T^{s-1} T^{-\alpha / 2} d T+\int_{\varepsilon}^{\infty} T^{-1} T^{-\alpha / 2} d T=0 \tag{41}
\end{equation*}
$$

Proof. The left-hand side equals

$$
\left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \frac{\varepsilon^{s-(\alpha / 2)}}{s-(\alpha / 2)}+\frac{\varepsilon^{-(\alpha / 2)}}{\alpha / 2}
$$

Because $1 / \Gamma(s)=s+O\left(s^{2}\right)$, we thus obtain the lemma.
Corollary 14. If $M$ is finitely covered by $S^{1} \times N$ for some closed oriented $N$, then $\mathscr{T}_{\Gamma}(M)=0$.

Proof. By Lemma 13 and the explicit heat kernel on $\mathbf{R}$, we have $\mathscr{T}_{\Gamma}\left(S^{1}\right)=0$. The corollary then follows from Propositions 11 and 12.

## IV. Torsion of hyperbolic manifolds

If $M$ is a locally homogeneous space, and $h(x, y)$ is the Schwartz kernel of the projection onto $\operatorname{Ker} \widetilde{\Delta}$, then

$$
\begin{align*}
\frac{\mathscr{T}}{\operatorname{Vol}(M)}= & \left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\varepsilon} T^{s-1} \operatorname{tr}(-1)^{F} F\left[e^{-T \widetilde{\Delta}}(x, x)-h(x, x)\right] d T \\
& +\int_{\varepsilon}^{\infty} T^{-1} \operatorname{tr}(-1)^{F} F\left(e^{-T \widetilde{\Delta}}(x, x)-h(x, x)\right) d T \tag{42}
\end{align*}
$$

for any $x \in \widetilde{M}$. Thus if $M$ is a manifold which is $L^{2}$-acyclic and admits a locally homogeneous metric, then $\mathscr{T}_{\Gamma}(M)$, a smooth invariant of $M$, is proportionate to the volume of the locally homogeneous space (after the curvature has been appropriately normalized). The constant of proportionality depends only on the geometry of $\widetilde{M}$, and the question is whether it is nonzero. If $M$ admits the structure of an irreducible locally symmetric space of nonpositive curvature, then it follows from [39, Proposition 2.1] that $\mathscr{T}_{\Gamma}(M)$ vanishes unless $\widetilde{M}=\mathrm{SO}(p, q) / \mathrm{S}(\mathrm{O}(p) \times \mathrm{O}(q))$ with $p$ and $q$ odd, or $\widetilde{M}=\mathrm{SL}(3, \mathbf{R}) / \mathrm{SO}(3)$.

We will compute $\mathscr{T}_{\Gamma}(M)$ in the special case

$$
\widetilde{M}=H^{d}=\mathrm{SO}(d, 1) / \mathrm{S}(\mathrm{O}(d) \times \mathrm{O}(1))
$$

with $d$ odd. Note that $H^{d}$ is $L^{2}$-acyclic for $d$ odd [16]. Using the Hodge decomposition, we can rewrite $\mathscr{T}_{\Gamma} / \operatorname{Vol}(M)$ in this case as

$$
\begin{align*}
\frac{\mathscr{T}_{\Gamma}}{\operatorname{Vol}(M)}= & \left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\varepsilon} T^{s-1}\left[\operatorname{tr}(-1)^{F+1} e^{-T \widetilde{\Delta}}(x, x)\right] d T  \tag{43}\\
& +\int_{\varepsilon}^{\infty} T^{-1}\left[\operatorname{tr}(-1)^{F+1} e^{-T \widetilde{\Delta}}(x, x)\right] d T
\end{align*}
$$

where $\tilde{\Delta}$ is now the Laplacian acting on coclosed forms. Thus to compute $T_{\Gamma}$ it suffices to know

$$
\begin{equation*}
F_{j}(T)=\operatorname{tr} e^{-T \widetilde{\Delta}_{j}}(x, x) \tag{44}
\end{equation*}
$$

the local trace of the heat kernel on coclosed $j$-forms.

Proposition 15. For $H^{d}$ with $d$ odd,

$$
\begin{aligned}
F_{j}(T)= & (4 \pi)^{-d / 2} \frac{1}{\Gamma(d / 2)}\binom{d-1}{j} \\
& \times \int_{-\infty}^{\infty}\left(\exp \left(-T\left(\nu^{2}+\left(\frac{d-1}{2}-j\right)^{2}\right)\right)\right) \\
& \times\left(\prod_{i=0}^{(d-1) / 2}\left(\nu^{2}+i^{2}\right)\right)\left(\nu^{2}+\left(\frac{d-1}{2}-j\right)^{2}\right)^{-1} d \nu .
\end{aligned}
$$

This is a consequence of the more general results of Miatello [36]. For our special case, let us put $d=2 n+1$ and define the groups $G=\operatorname{SO}(d, 1)$, $K=\mathrm{SO}(d)$, and $M=\mathrm{SO}(d-1)$. (For this proof, $M$ will always refer to this group, for which the notation seems to be standard.) Then $H^{d}=G / K$, and a homogeneous vector bundle over $H^{d}$ is given by a finite-dimensional representation $\tau$ of $K$. Because $d$ is odd, there is no discrete series contribution to the heat kernel, and only the induced series contribution, which is specified by the restriction of $\tau$ to $M$. In our case the coclosed $j$-forms correspond to the representation $\sigma_{j}$ of $M$ on $\Lambda^{j}\left(\mathbf{R}^{d-1}\right)$ [19]. As $G$ is of rank one, the corresponding induced series is labelled by a real number $\nu$, and the representation of the Casimir of $g$ on the $\nu$ representation is $\nu^{2}+(n-j)^{2}$ [19]. Thus

$$
\begin{equation*}
F_{j}(T)=(4 \pi)^{-d / 2} \frac{1}{\Gamma(d / 2)}\binom{2 n}{j} \int_{-\infty}^{\infty}\left(\exp \left(-T\left(\nu^{2}+(n-j)^{2}\right)\right)\right) P_{\sigma_{j}}(\nu) d \nu \tag{45}
\end{equation*}
$$

where $P_{\sigma_{j}}(\nu) d \nu$ is the Plancherel measure. In the notation of [35], the highest weight of the representation $\sigma_{j}$ is $\Lambda_{\sigma_{j}}=\sum_{i=2}^{n+1} s_{i} \varepsilon_{i}$, with $s_{2}=$ $\cdots=s_{j+1}=1, s_{j+2}=\cdots=s_{n+1}=0$. Then

$$
\begin{equation*}
P_{\sigma_{j}}(\nu)=\alpha\left(\prod_{k=0}^{n}\left(\beta^{2} \nu^{2}+k^{2}\right)\right)\left(\beta^{2} \nu^{2}+(n-j)^{2}\right)^{-1} \tag{46}
\end{equation*}
$$

for some constants $\alpha$ and $\beta$ [35]. The constants $\alpha$ and $\beta$ are in principle given in [35], but because of the many normalizations we prefer to compute them directly. This can be done using the small-time heat kernel asymptotics. First, we have

$$
\begin{equation*}
F_{j}(T) \sim\binom{2 n}{j} \alpha \beta^{2 n}(4 \pi T)^{-d / 2}=\binom{2 n}{j}(4 \pi T)^{-d / 2} \tag{47}
\end{equation*}
$$

so $\alpha \beta^{2 n}=1$. Second, because $\beta$ is independent of $j$, we can use the expansion

$$
\begin{align*}
F_{0}(T) & \sim(4 \pi T)^{-d / 2} e^{-T n^{2}}\left(1+\frac{1}{3} n(n-1) \beta^{-2} T\right) \\
& \sim(4 \pi T)^{-d / 2}\left(1+\frac{R}{6} T\right) \tag{48}
\end{align*}
$$

With constant sectional curvature $-1, R=-d(d-1)$ and so $\beta=1$. q.e.d.

It is now straightforward to compute $\mathscr{T}_{\Gamma}$ for hyperbolic 3-manifolds.
Proposition 16. If $M^{3}$ is hyperbolic, then $\mathscr{T}_{\Gamma}\left(M^{3}\right) / \operatorname{Vol}\left(M^{3}\right)=$ $-1 /(3 \pi)$.

Proof. Putting $d=3$, we get

$$
\begin{equation*}
F_{0}(T)=(4 \pi T)^{-3 / 2} e^{-T}, \quad F_{1}(T)=\frac{2(1+2 T)}{(4 \pi T)^{-3 / 2}}, \quad F_{2}(T)=F_{0}(T) \tag{49}
\end{equation*}
$$

(This agrees with [50].) By Lemma 13, $F_{1}(T)$ does not contribute to $\mathscr{T}_{\Gamma}$. We are left with

$$
\begin{align*}
\mathscr{T}_{\Gamma}= & -\left.2 \frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\varepsilon} T^{s-1}(4 \pi T)^{-3 / 2} e^{-T} d T \\
& -2 \int_{\varepsilon}^{\infty} T^{-1}(4 \pi T)^{-3 / 2} e^{-T} d T \\
= & -\left.2 \frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\infty} T^{s-1}(4 \pi T)^{-3 / 2} e^{-T} d T  \tag{50}\\
= & -\left.2 \frac{d}{d s}\right|_{s=0}(4 \pi)^{-3 / 2} \frac{\Gamma(s-3 / 2)}{\Gamma(s)} \\
= & -2(4 \pi)^{-3 / 2} \Gamma\left(-\frac{3}{2}\right)=-\frac{1}{3 \pi} . \text { q.e.d. }
\end{align*}
$$

Analogously, one can compute $\mathscr{T}_{\Gamma}$ for any odd-dimensional hyperbolic space. We find

$$
\begin{equation*}
\frac{\mathscr{T}_{\Gamma}\left(M^{5}\right)}{\operatorname{Vol}\left(M^{5}\right)}=-\frac{3}{2 \pi^{2}}, \quad \frac{\mathscr{T}_{\Gamma}\left(M^{7}\right)}{\operatorname{Vol}\left(M^{7}\right)}=\frac{11}{2 \pi^{3}} . \tag{51}
\end{equation*}
$$

We do not know if $\mathscr{T}_{\Gamma}\left(M^{2 n+1}\right) / \operatorname{Vol}\left(M^{2 n+1}\right)$ is nonzero for all $n>0$.
Note 17. If we assume that the $L^{2}$ analytic torsion $\mathscr{T}_{\Gamma}(M)$ is the same as the $L^{2}$ Reidemeister torsion $\mathscr{T}_{\Gamma}^{c}(M)$, then it follows that $\mathscr{T}_{\Gamma}(M)$ vanishes for any Seifert 3-manifold with infinite $\pi_{1}$. One way to see this is to note that the Seifert 3-manifolds all admit a locally homogeneous metric [44], and so it suffices to check the statement for one example of a Seifert 3-manifold for each of the five relevant homogeneous geometries.

Suppose that $F \rightarrow M \rightarrow B$ is a fiber bundle and let $\cdots \rightarrow \pi_{1}(F) \xrightarrow{i}$ $\pi_{1}(M) \xrightarrow{j} \pi_{1}(B)$ be the exact homotopy sequence. Let $F^{\prime}$ be the normal covering of $F$ with covering group $\Gamma=i\left(\pi_{1}(F)\right)$. Suppose that $F$ is $\Gamma$ acyclic. Then $M$ is $L^{2}$-acyclic and the $L^{2}$ Reidemeister torsion of $M$ is $T_{\Gamma}^{C}(F) \chi(B)$ [31]. It now suffices to take a circle bundle as the example of a Seifert 3-manifold for each of the five relevant homogeneous geometries, as $\mathscr{T}_{\Gamma}^{c}\left(S^{1}\right)=0$. The same argument shows that a 3 -manifold based on the Sol geometry has vanishing $L^{2}$ torsion.

Remark 18. For three-dimensional hyperbolic manifolds, one can think of the eta invariant as the imaginary part of a complex function whose real part is the volume ([52] and references therein). Also, when one computes the regularized determinant of a first-order selfadjoint elliptic operator, one can think of the phase of the determinant as given by the eta function of the operator [30]. We wish to point out that these two facts are related.

Consider the partition function $Z$ of a quantum field theory whose action is the Chern-Simons invariant of a $U(1)$ gauge theory on a closed 3-manifold $M$. Formally,

$$
\begin{equation*}
Z=-\ln \int e^{-\int_{M} A \wedge d A} \mathscr{D} A \tag{52}
\end{equation*}
$$

where $A \in \Lambda^{1}(M)$. This expression is formally computed [46] as

$$
\begin{equation*}
Z=\frac{1}{2} \ln \operatorname{det}(T)-\ln \operatorname{det} \Delta_{0}, \tag{53}
\end{equation*}
$$

where $T$ is the operator on $\Lambda^{1}(M) \oplus \Lambda^{3}(M)$ given by

$$
T(\omega)= \begin{cases}(d *-* d)(\omega) & \text { if } \omega \in \Lambda^{1}(M)  \tag{54}\\ -(d *-* d)(\omega) & \text { if } \omega \in \Lambda^{3}(M)\end{cases}
$$

We can interpret $\operatorname{Re} \ln \operatorname{det}(T)$ as

$$
\begin{equation*}
\operatorname{Re} \ln \operatorname{det}(T)=\frac{1}{2} \ln \operatorname{det}\left(T^{2}\right)=\frac{1}{2}\left(\ln \operatorname{det}\left(\Delta_{1}\right)+\ln \operatorname{det}\left(\Delta_{3}\right)\right), \tag{55}
\end{equation*}
$$

so

$$
\begin{equation*}
\operatorname{Re} Z=-\frac{3}{4} \ln \operatorname{det} \Delta_{0}+\frac{1}{4} \ln \operatorname{det} \Delta_{1}=-\frac{1}{4} \mathscr{T} \tag{56}
\end{equation*}
$$

The imaginary part of $\ln \operatorname{det}(T)$ can be interpreted as meaning $\frac{1}{2} i \pi / \eta(M)$. Thus we interpret $Z$ as

$$
\begin{equation*}
Z=-\frac{1}{4} \mathscr{T}+\frac{i \pi}{4} \eta(M) \tag{57}
\end{equation*}
$$

If we were to carry out the above reasoning in an $L^{2}$ setting, we would obtain

$$
\begin{equation*}
Z^{(2)}=-\frac{1}{4} \mathscr{T}_{\Gamma}+\frac{i \pi}{4} \eta_{\Gamma}(M)=-\frac{1}{4} \mathscr{T}_{\Gamma}+\frac{i \pi}{4} \eta(M)+\frac{i \pi}{4}\left(\eta_{\Gamma}(M)-\eta(M)\right) \tag{58}
\end{equation*}
$$

Furthermore, $\eta_{\Gamma}(M)-\eta(M)$ is metric-independent [9].
For a hyperbolic 3-manifold, from Proposition 16 we have

$$
\begin{equation*}
-\frac{1}{4} \mathscr{T}_{\Gamma}+\frac{i \pi}{4} \eta(T)=\frac{\operatorname{Vol}(M)}{12 \pi}+\frac{i \pi}{4} \eta(M) . \tag{59}
\end{equation*}
$$

This is exactly the combination of $\operatorname{Vol}(M)$ and $\eta(M)$ which enters in [52]. More precisely, [52] defines an analytic function $f(u)$ on the deformation space of a finite volume hyperbolic 3-manifold $N$ with cusps. The deformed 3-manifold $N_{u}$ is incomplete. When the deformation is such that $N_{u}$ can be completed to a closed smooth hyperbolic 3-manifold $M_{u}$ by adding geodesic loops, then $f(u)=\frac{12}{\pi}\left[\operatorname{Vol}\left(M_{u}\right) /(12 \pi)+\frac{i \pi}{4} \eta\left(M_{u}\right)\right]+$ correction terms.

This numerology suggests that it may be possible to define $\mathscr{T}_{\Gamma}\left(N_{u}\right)$ and $\eta_{\Gamma}\left(N_{u}\right)$ for the incomplete manifolds $N_{u}$ so that the analytic function $f(u)$ equals $\frac{12}{\pi}\left[-\frac{1}{4} \mathscr{T}_{\Gamma}+\frac{i \pi}{4} \eta_{\Gamma}\left(N_{u}\right)\right]$, up to a constant. (Note that if $M$ is a closed hyperbolic manifold, then $\eta_{\Gamma}(M)=0$ because of the orientationreversing Cartan involution on $\widetilde{M}$.)

## V. Large-time decay of heat kernels

Definition 19. The $p$ th Novikov-Shubin invariant of $M$ is

$$
\begin{equation*}
\alpha_{p}(M)=\sup \left\{\beta_{p}: \operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}^{\prime}} \text { is } O\left(T^{-\beta_{p} / 2}\right) \text { as } T \rightarrow \infty\right\} \tag{60}
\end{equation*}
$$

It was shown in [41], [18] that $\alpha_{p}$ is a smooth invariant of $M$. (We use a different normalization than [41], [18].)

We will show that $\alpha_{p}$ is defined for all closed oriented topological manifolds $M$ and is a homeomorphism invariant. $\alpha_{p}(M)$ is defined by putting a Lipschitz structure on $M$ and forming the corresponding heat kernel [48], [28]. The invariance will follow along the lines of [41], [18].

A Lipschitz structure on $M$ is a maximal collection of coordinate charts $\left\{V_{\alpha}, \varphi_{\alpha}\right\}$ such that the transition functions $\varphi_{\beta} \circ \varphi_{\alpha}^{-1}: V_{\alpha} \rightarrow V_{\beta}$ are Lipschitz functions on the domains $V_{\alpha} \subset \mathbf{R}^{n}$. If $\operatorname{dim} M \neq 4$, a topological
manifold $M$ admits a Lipschitz structure which is unique up to a homeomorphism isotopic to the identity [47]. $\widetilde{M}$ inherits a Lipschitz structure from $M$.

Because the partial derivatives of a Lipschitz function are in $L^{\infty}$, there is a well-defined measure class on $M$ (and $\widetilde{M}$ ), and it makes sense to talk of the space $\Lambda_{\mathrm{loc}}^{*}(\widetilde{M})$ of locally $L^{2}$ differential forms. It also makes sense to talk of a Riemannian metric $g$ on $M$, given in a coordinate chart by a matrix of measurable functions which is uniformly bounded above and below almost everywhere. We will also denote by $g$ the lift of the Riemannian metric to $\widetilde{M}$. There is an associated volume form $d$ vol and Hodge duality operator $*: \Lambda_{\mathrm{loc}}^{*}(\widetilde{M}) \rightarrow \Lambda_{\mathrm{loc}}^{*}(\widetilde{M})$. Define the Hilbert space of $L^{2}$ differential forms

$$
\begin{equation*}
\Lambda^{*}(\widetilde{M})=\left\{\omega \in \Lambda_{\mathrm{loc}}^{*}(\widetilde{M}): \int_{\widetilde{M}} \omega \wedge * \omega<\infty\right\} \tag{61}
\end{equation*}
$$

As a topological vector space, this is independent of $g$.
Let $\Lambda_{d}^{*}(\widetilde{M})$ be the dense linear subspace of $\Lambda^{*}(\widetilde{M})$ given by

$$
\begin{equation*}
\Lambda_{d}^{*}(\widetilde{M})=\left\{\omega \in \Lambda^{*}(\widetilde{M}): \text { the current } d \omega \text { is in } \Lambda^{*}(\widetilde{M})\right\} \tag{62}
\end{equation*}
$$

That is, $\omega \in \Lambda_{d}^{*}(\widetilde{M})$ iff $\exists \eta \in \Lambda^{*}(\widetilde{M})$ such that $\int_{\widetilde{M}} \omega \wedge d \varphi= \pm \int_{\widetilde{M}} \eta \wedge \varphi$ for all $\varphi$ which are smooth forms of compact support with respect to some coordinate chart $\left(V_{\alpha}, \varphi_{\alpha}\right)$ of $\widetilde{M}$. Then the operator $d: \Lambda^{*}(\widetilde{M}) \rightarrow \Lambda^{*}(\widetilde{M})$ is densely-defined on $\Lambda_{d}^{*}(\widetilde{M})$, closed, and $d^{2}=0$.

It follows from Lemma 4.3 of [28] that $d+d^{*}$ is a densely-defined selfadjoint operator on $\Lambda^{*}(\widetilde{M})$, and $\Lambda^{*}(\widetilde{M})=\left(\operatorname{Ker} d \cap \operatorname{Ker} d^{*}\right) \oplus \overline{\operatorname{Im} d} \oplus$ $\overline{\operatorname{Im} d^{*}}$. Although it is not strictly necessary, let us say explicitly what $d^{*}$ is.

Definition 20. For $\omega \in \Lambda^{*}(\widetilde{M})$, let $\|\omega\|$ denote the norm of $\omega$, an $L^{2}$ function on $\widetilde{M}$ defined by $\omega \wedge * \omega=\|\omega\|^{2} d$ vol.

Lemma 21. There is a sequence of functions $f_{n} \in \Lambda_{d}^{*}(\widetilde{M})$ such that

1. $f_{n}$ has compact support,
2. $\left\|f_{n}\right\|_{\infty}$ is uniformly bounded in $n$,
3. for almost all $x \in \widetilde{M}$, as $n \rightarrow \infty, f_{n}(x) \rightarrow 1$,
4. as $n \rightarrow \infty,\left\|d f_{n}\right\|_{\infty} \rightarrow 0$.

Proof. Take a finite covering $\left\{U_{\alpha}\right\}$ of $M$ by coordinate charts and let $\left\{\widetilde{U}_{\alpha}, \tilde{\varphi}_{\alpha}\right\}$ be the lifts of $\left\{U_{\alpha}, \varphi_{\alpha}\right\}$ to $\widetilde{M}$. Let $\tilde{d}_{\alpha}$ be the Euclidean
distance on $\tilde{\varphi}_{\alpha}^{-1}\left(\widetilde{U}_{\alpha}\right) \subset \widetilde{M}$. For $x, y \in \widetilde{M}$, define [32]
$d(x, y)=\inf _{n, \vec{x}}\left\{\sum_{i=1}^{n-1} \tilde{d}_{\alpha_{i}}\left(x_{i}, x_{i+1}\right): x_{1}=x, x_{n}=y, x_{i}\right.$ and $x_{i+1}$
are both in a coordinate neighborhood

$$
\begin{equation*}
\left.\tilde{\varphi}_{\alpha_{i}}^{-1}\left(\tilde{U}_{\alpha_{i}}\right) \text { for all } 1 \leq i \leq n-1\right\} . \tag{63}
\end{equation*}
$$

Then one can check that $d_{x}(\cdot) \equiv d(x, \cdot)$ is a Lipschitz function on $\widetilde{M}$, $\left\|d d_{x}\right\|$ is in $L^{\infty}$, and $d_{x}(y)>0$ if $x \neq y$. Because $(\widetilde{M}, d)$ is a complete length space in the sense of [23], $d_{x}: \widetilde{M} \rightarrow \mathbf{R}$ is proper.

Fix $x \in \widetilde{M}$. Let $\varphi$ be a smooth bump function on $\mathbf{R}$ with $\operatorname{supp} \varphi \subset$ $[-1,1], \varphi(x)=1$ for $-\frac{1}{2} \leq x \leq \frac{1}{2}$, and put $f_{n}(y)=\varphi\left(\frac{1}{n} d_{x}(y)\right)$. Then

$$
\left(d f_{n}\right)(y)=\frac{1}{n} \varphi^{\prime}\left(\frac{1}{n} d_{x}(y)\right)\left(d d_{x}\right)(y)
$$

and the lemma follows.
Note 22. If one wants to consider a more general class of noncompact manifolds, let $X$ be a topological manifold with a uniform Lipschitz structure, meaning that there is a maximal atlas of coordinate charts $\left\{\varphi_{\alpha}, V_{\alpha}\right\}$ such that the transition functions $\varphi_{\beta} \circ \varphi_{\alpha}^{-1}$ are $K$-Lipschitz for all $\alpha$ and $\beta$, for some constant $K$. With a fixed covering of $X$ by coordinate charts, define the metric $d(x, y)$ as above. Let us assume that $X$ is complete with respect to $d$; this is independent of the covering chosen. Given a Riemannian metric $g$ on $X$ which is uniformly bounded above and below with respect to the Euclidean norms on the charts almost everywhere, one can prove the lemma in the same way. Alternatively, one can use the metric on $X$ defined intrinsically by $g$ ([13], [29]).

Proposition 23. $\operatorname{Dom}\left(d^{*}\right)=* \operatorname{Dom}(d)$ and $d^{*}=* d *(-1)^{n F+n+1}$.
Proof. Given the cutoff functions $\left\{f_{n}\right\}$, the proof is the same as in the smooth case. Let us first show $* \operatorname{Dom}(d) \subset \operatorname{Dom}\left(d^{*}\right)$. Suppose $* \eta \in$ $\operatorname{Dom}(d)$. We have to show that for all $\omega \in \operatorname{Dom}(d),\langle\omega, * d * \eta\rangle=$ $\pm\langle d \omega, \eta\rangle$. Let $\left\{\tau^{i}\right\}$ be a local measurable orthonormal basis of sections of $T^{*} \widetilde{M}$. Then

$$
\begin{equation*}
\langle\omega, * d * \eta\rangle= \pm \int \omega \wedge d * \eta= \pm \int \sum_{I} \omega_{I}(* d * \eta)_{I} d \mathrm{vol} \tag{64}
\end{equation*}
$$

with an obvious notation. Because $\omega$ and $* d * n$ are $L^{2}$ forms,
$\sum_{I} \omega_{I}(* d * n)_{I} d$ vol is integrable. By Dominated Convergence, we have

$$
\begin{align*}
\langle\omega, * d * \eta\rangle & =\lim _{n \rightarrow \infty} \pm \int f_{n} \omega \wedge d * \eta \\
& =\lim _{n \rightarrow \infty}\left( \pm \int d f_{n} \wedge \omega \wedge * \eta \pm \int f_{n} d \omega \wedge * \eta\right) \tag{65}
\end{align*}
$$

Since $\omega$ and $* \eta$ are $L^{2}$ forms, the first term has limit 0 . For the second term, because $d \omega$ and $* \eta$ are $L^{2}$ forms, the Dominated Convergence again implies that the limit is

$$
\begin{equation*}
\pm \int d \omega \wedge * \eta= \pm\langle d \omega, \eta\rangle \tag{66}
\end{equation*}
$$

To show $\operatorname{Dom}\left(d^{*}\right) \subset * \operatorname{Dom}(d)$, suppose that there exist $L^{2}$ forms $\eta$ and $\sigma$ such that $\langle d \omega, \eta\rangle=\langle\omega, \sigma\rangle$ for all $\omega \in \operatorname{Dom}(d)$. We have to show $* \eta \in \operatorname{Dom}(d)$. Now

$$
\begin{equation*}
\int d \omega \wedge * \eta=\langle d \omega, \eta\rangle=\langle\omega, \sigma\rangle=\int \omega \wedge * \sigma . \tag{67}
\end{equation*}
$$

Letting $\omega$ range over smooth forms with compact support with respect to a coordinate chart, we see that the distributional exterior derivative $d * \eta$ is $L^{2}$ and is given by $\pm * \sigma$. Thus $* \eta \in \operatorname{Dom}(d)$ and $\sigma=d^{*} \eta= \pm * d * \eta$. q.e.d.

Using the spectral theorem, one can define $e^{-T \widetilde{\Delta}}=e^{-T\left(d+d^{*}\right)^{2}}$, a bounded selfadjoint operator on $\Lambda^{*}(\widetilde{M})$. In order to show that $e^{-T \widetilde{\Delta}}$ is in the von Neumann algebra $\mathscr{M} \otimes B\left(\Lambda^{*}(\mathscr{F})\right)$, or more generally that $f(\widetilde{\Delta})$ is in $\mathscr{M} \otimes B\left(\Lambda^{*}(\mathscr{F})\right)$ for any bounded Borel function $f:(0, \infty) \rightarrow \mathbf{R}$, it is enough to show that $d+d^{*}$ is affiliated with $\mathscr{M} \otimes B\left(\Lambda^{*}(\mathscr{F})\right)$ in the sense that

$$
\begin{equation*}
B\left(d+d^{*}\right)=\left(d+d^{*}\right) B \quad \text { for all } B \in\left(\mathscr{M} \otimes B\left(\Lambda^{*}(\mathscr{F})\right)\right)^{\prime}[14] \tag{68}
\end{equation*}
$$

Lemma 24. $\quad d+d^{*}$ is affiliated with $\mathscr{M} \otimes B\left(\Lambda^{*}(\mathscr{F})\right)$.
Proof. If $g \in \pi_{1}(M)$, then clearly $a(g)^{*}$ preserves $\operatorname{Dom}\left(d+d^{*}\right)$ and

$$
\begin{equation*}
a(g)^{*}\left(d+d^{*}\right)=\left(d+d^{*}\right) a(g)^{*} \tag{69}
\end{equation*}
$$

Let $B_{i}$ be a sequence of finite sums $B_{i}=\sum c_{i j} a\left(g_{j}\right)^{*}$. If $\left\{B_{i}\right\}$ converges to an operator $B$ in the weak operator topology, then for all $x, y \in$ $\operatorname{Dom}\left(d+d^{*}\right)$,

$$
\begin{align*}
\left\langle\left(d+d^{*}\right) x, B y\right\rangle & =\lim _{i}\left\langle\left(d+d^{*}\right) x, B_{i} y\right\rangle \\
& =\lim _{i}\left\langle x, B_{i}\left(d+d^{*}\right) y\right\rangle=\left\langle x, B\left(d+d^{*}\right) y\right\rangle \tag{70}
\end{align*}
$$

Thus $B y \in \operatorname{Dom}\left(d+d^{*}\right)^{*}=\operatorname{Dom}\left(d+d^{*}\right)$ and $\left(d+d^{*}\right) B y=$ $B\left(d+d^{*}\right) y$. Because $\left(\mathscr{M} \otimes B\left(\Lambda^{*}(\mathscr{F})\right)\right)^{\prime}$ is the von Neumann algebra generated by $\left\{a(g)^{*}\right\}_{g \in \pi_{1}(M)}$, the lemma follows.

Lemma 25 [28]. Let $g$ and $g^{\prime}$ be Lipschitz Riemann metrics on $M$, and let $d+d^{*}(g)$ and $d+d^{*}\left(g^{\prime}\right)$ be the corresponding selfadjoint operators on $\Lambda^{*}(\widetilde{M}, g)$ and $\Lambda^{*}\left(\widetilde{M}, g^{\prime}\right)$. Then there is an invertible bounded operator $B: \Lambda^{*}(\widetilde{M}, g) \rightarrow \Lambda^{*}\left(\widetilde{M}, g^{\prime}\right)$ such that

$$
\begin{equation*}
B^{*} d B=d \quad \text { and } \quad B^{*} d^{*}\left(g^{\prime}\right) B=d^{*}(g) \tag{71}
\end{equation*}
$$

Proof. We refer to [28]. For completeness, let us give the operator $B$. Let $I$ and $J$ be the identity operators $I: \Lambda^{*}(\widetilde{M}, g) \rightarrow \Lambda^{*}\left(\widetilde{M}, g^{\prime}\right)$ and $J: \Lambda^{*}\left(\widetilde{M}, g^{\prime}\right) \rightarrow \Lambda^{*}(\widetilde{M}, g)$. Let $p, q$, and $r$ be the orthogonal projections on $\overline{\operatorname{Im} d^{*}}, \overline{\operatorname{Im} d}$, and $\operatorname{Ker} d \cap \operatorname{Ker} d^{*}$ in $\Lambda^{*}(\widetilde{M}, g)$, and similarly for $p^{\prime}, q^{\prime}$, and $r^{\prime}$. Then $B=p^{\prime} I p+q^{\prime} J^{*} q+r^{\prime} I r$.

Definition 26. $\quad E_{p}(\lambda, g)=\chi_{[0, \lambda]}\left(\widetilde{\Delta}_{p}(g)\right)$ and $N_{p}(\lambda, g)=\operatorname{Tr}_{\Gamma} E_{p}(\lambda, g)$.
Lemma 27. $\quad N_{p}\left(\|B\|^{4} \lambda, g\right) \geq N_{p}\left(\lambda, g^{\prime}\right)$.
Proof. We will not assume that $B$ is invertible for the proof. For simplicity we will drop the index $p$. By the generalization of Glazman's lemma ([18], [45]) we have

$$
\begin{align*}
& N(\lambda, g)=\sup \left\{\operatorname{Tr}_{\Gamma} P: P \text { is a projection in } \mathscr{M} \otimes B\left(\Lambda^{*}(\mathscr{F})\right),\right.  \tag{72}\\
& \quad \operatorname{Im} P \subset \operatorname{Dom}(\tilde{\Delta}(g)) \text { and } P(\tilde{\Delta}(g)-\lambda) P \leq 0\} .
\end{align*}
$$

Let $P$ be the projection onto the preimage under $B$ of $\operatorname{Im} \chi_{[0, \lambda]}\left(\tilde{\Delta}\left(g^{\prime}\right)\right)$. By Lemma 25, $\operatorname{Im} P \subset \operatorname{Dom}(\tilde{\Delta}(g))$. Thus

$$
\begin{align*}
\langle x, & \left.P\left(\widetilde{\Delta}(g)-\|B\|^{4} \lambda\right) P x\right\rangle=|d P x|^{2}+\left|d^{*}(g) P x\right|^{2}-\lambda\|B\|^{4}|P x|^{2} \\
& =\left|B^{*} d B P x\right|^{2}+\left|B^{*} d^{*}\left(g^{\prime}\right) B P x\right|^{2}-\lambda\|B\|^{4}|P x|^{2}  \tag{73}\\
& \leq\|B\|^{2}\left(|d B P x|^{2}+\left|d^{*}\left(g^{\prime}\right) B P x\right|^{2}\right)-\lambda\|B\|^{4}|P x|^{2} \\
& \leq\|B\|^{2} \lambda|B P x|^{2}-\lambda\|B\|^{4}|P x|^{2} \leq 0 .
\end{align*}
$$

From $\operatorname{Tr}_{\Gamma} P \geq N\left(\lambda, g^{\prime}\right)$ [10] hence follows the lemma.
Corollary 28. $\quad N_{p}\left(\|B\|^{4} \lambda, g\right) \geq N_{p}\left(\lambda, g^{\prime}\right) \geq N_{p}\left(\left\|B^{-1}\right\|^{-4} \lambda, g\right)$.
Corollary 29. The condition $0 \in \operatorname{Spec}\left(\widetilde{\Delta}_{p}^{\prime}(g)\right)$ is independent of the metric $g$.

Proof. $0 \notin \operatorname{Spec}\left(\tilde{\Delta}_{p}^{\prime}(g)\right)$ iff $N_{p}(\lambda, g)$ is locally constant near 0.
Note 30. In the case $p=0$, we know that $0 \in \operatorname{Spec}\left(\tilde{\Delta}_{0}(g)\right)$ iff $\pi_{1}(M)$ is amenable [4]. The easy part of Brooks' theorem extends to the case of general $p$. Namely, if $H^{p}(M, \mathbf{R}) \neq 0$ and $\pi_{1}(M)$ is amenable, then
$0 \in \operatorname{Spec}\left(\widetilde{\Delta}_{p}(g)\right)$. This can be seen by taking a harmonic $p$-form $\omega$ on $M$, a sequence of functions $f_{E}$ on $\widetilde{M}$ as defined in [4], and computing the Rayleigh quotients for the test forms $f_{E} \pi^{*}(\omega)$. If in addition $b_{p}^{(2)}(M)=$ 0 , then $0 \in \operatorname{Spec}\left(\widetilde{\Delta}_{p}^{\prime}(g)\right)$.

Definition 31. If $g$ is a Lipschitz Riemannian metric on $M$, then

$$
\begin{equation*}
\alpha_{p}(M, g)=\sup \left\{\beta_{p}: \operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}^{\prime}} \text { is } O\left(T^{-\beta_{p} / 2}\right) \text { as } T \rightarrow \infty\right\} \tag{74}
\end{equation*}
$$

(It follows from the finite speed of propagation on Lipschitz manifolds, as proved in [29], that $\mathrm{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}^{\prime}}$ is finite for all $T>0$.)

Proposition 32 [18], [41]). $\quad \alpha_{p}(M, g) \leq \alpha_{p}\left(M, g^{\prime}\right)$.
Proof. We will not assume that $B$ is invertible for the proof. We have

$$
\begin{aligned}
\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}^{\prime}(g)} & =\int_{0}^{\infty} e^{-T \lambda} d\left(N(\lambda, g)-N\left(0^{+}, g\right)\right) \\
& =T \int_{0}^{\infty} e^{-T \lambda}\left(N(\lambda, g)-N\left(0^{+}, g\right)\right) d \lambda \\
& =\|B\|^{4} T \int_{0}^{\infty} e^{-T\|B\|^{4} \lambda}\left(N\left(\|B\|^{4} \lambda, g\right)-N\left(0^{+}, g\right)\right) d \lambda \\
& \geq T\|B\|^{4} \int_{0}^{\infty} e^{-T\|B\|^{4} \lambda}\left(N\left(\lambda, g^{\prime}\right)-N\left(0^{+}, g^{\prime}\right)\right) d \lambda \\
& =\operatorname{Tr}_{\Gamma} e^{-\|B\|^{4} T \widetilde{\Delta}^{\prime}\left(g^{\prime}\right)}
\end{aligned}
$$

Corollary 33. $\quad \alpha_{p}(M, g)=\alpha_{p}\left(M, g^{\prime}\right)$.
Note 34. Proposition 32 holds in great generality. All that one needs is two Hilbert spaces $K_{0}$ and $K_{1}$, closely densely defined operators $d_{0}$ and $d_{1}$ with $d_{0}^{2}=d_{1}^{2}=0$, and maps $I: K_{0} \rightarrow K_{1}$ and $J: K_{1} \rightarrow K_{0}$ such that $d_{0}=J d_{1} I$. In particular, if $M$ is smooth, take $K_{0}$ to be the $L^{2}$ simplicial cochains of a triangulation of $\widetilde{M}$ pulled back from a smooth triangulation of $M, K_{1}$ to be the Sobolev space of differential forms on $\widetilde{M}$ as used in [15], $d_{0}$ and $d_{1}$ to be the coboundary maps, $I$ to be the Whitney map of [15], and $J$ to be the de Rham map. Then it follows that the combinatorial invariant $\alpha_{p}^{c}(M)$ satisfies $\alpha_{p}^{c}(M) \leq \alpha_{p}(M, g)$.

Definition 35. If $M$ is a closed oriented topological manifold with $\operatorname{dim} M \neq 4$, put a Lipschitz structure $\mathscr{L}$ on $M$ [47] and define

$$
\begin{equation*}
\alpha_{p}(M, \mathscr{L}) \equiv \alpha_{p}(M, \mathscr{L}, g) \tag{75}
\end{equation*}
$$

for some Lipschitz Riemannian metric $g$. If $\operatorname{dim} M=4$, put a Lipschitz structure $\mathscr{L}$ on $M \times S^{6}$ and define

$$
\begin{equation*}
\alpha_{p}(M, \mathscr{L}) \equiv \alpha_{\rho}\left(M \times S^{6}, \mathscr{L}, g\right) \tag{76}
\end{equation*}
$$

for some Lipschitz Riemannian metric $g$ on $M \times S^{6}$.

Proposition 36. $\alpha_{p}(M, \mathscr{L})$ is independent of $\mathscr{L}$ and is a homeomorphism invariant of $M$.

Proof. First, suppose $\operatorname{dim} M \neq 4$. If $\left(M, \mathscr{L}_{1}\right)$ and $\left(M, \mathscr{L}_{2}\right)$ are two Lipschitz structures on $M$, let $\sigma:\left(M, \mathscr{L}_{1}\right) \rightarrow\left(M, \mathscr{L}_{2}\right)$ be a Lipschitz homeomorphism, which exists by [47]. Let $g_{1}$ and $g_{2}$ be Lipschitz Riemannian metrics for $\left(M, \mathscr{L}_{1}\right)$ and $\left(M, \mathscr{L}_{2}\right)$ respectively. Then

$$
\begin{align*}
\alpha_{p}\left(M, \mathscr{L}_{1}\right) & =\alpha_{p}\left(M, \mathscr{L}_{1}, g_{1}\right)=\alpha_{p}\left(M, \mathscr{L}_{1}, \sigma^{*} g_{2}\right)  \tag{77}\\
& =\alpha_{p}\left(M, \mathscr{L}_{2}, g_{2}\right)=\alpha_{p}\left(M, \mathscr{L}_{2}\right)
\end{align*}
$$

Thus $\alpha_{p}(M) \equiv \alpha_{p}(M, \mathscr{L})$ is well defined. The same argument shows that $\alpha_{p}$ is a homeomorphism invariant. The case of $\operatorname{dim} M=4$ is similar.

Note 37. If $M$ is smooth, it is possible to give a more classical interpretation of the condition $\alpha_{p}(M)>2$. Namely, if $\alpha_{p}(M)>2$ then, for any $\varepsilon>0$,

$$
\begin{equation*}
\int_{\varepsilon}^{\infty} \int_{\mathscr{F}} \operatorname{tr} e^{-T \widetilde{\Delta}_{p}^{\prime}}(x, x) d \operatorname{vol}(x) d T=\int_{\varepsilon}^{\infty} \operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}^{\prime}} d T<\infty \tag{78}
\end{equation*}
$$

In the case $p=0$, this means that Brownian motion on $\widetilde{M}$ is transient. Similarly, if $\alpha_{p}(M)>4$ then

$$
\begin{align*}
& \int_{\mathscr{F}} \int_{\widetilde{M}}\left|\int_{\varepsilon}^{\infty} e^{-\tau \widetilde{\Delta}_{p}^{\prime}}(x, y) d T\right|^{2} d \operatorname{vol}(y) d \operatorname{vol}(x) \\
& \quad=\int_{\varepsilon}^{\infty} \int_{\varepsilon}^{\infty} \int_{\mathscr{F}} \operatorname{tr} e^{-(S+T) \widetilde{\Delta}_{p}^{\prime}}(x, x) d \operatorname{vol}(x) d S d T  \tag{79}\\
& \quad=\int_{\varepsilon}^{\infty} \int_{\varepsilon}^{\infty} \operatorname{Tr}_{\Gamma} e^{-(S+T) \widetilde{\Delta}_{p}^{\prime}} d S d T<\infty
\end{align*}
$$

so $\tilde{\Delta}_{p}^{\prime-1} e^{-\varepsilon \widetilde{\Delta}_{p}^{\prime}}$ has a kernel given by $\int_{\varepsilon}^{\infty} e^{-T \widetilde{\Delta}_{p}^{\prime}}(x, y) d T$ which is in $L^{2}((\widetilde{M} \times \widetilde{M}) / \Gamma)$.

## VI. Abelian fundamental group

Let $V$ be the vector bundle over $M$ whose fiber over $m \in M$ is $l^{2}\left(\pi^{-1}(m)\right) \cong l^{2}(\Gamma) . \quad V$ is the vector bundle associated to the principal bundle $\Gamma \rightarrow \widetilde{M} \rightarrow M$ by the left regular representation $\rho: \Gamma \rightarrow B\left(l^{2}(\Gamma)\right)$. We can identify $L^{2}(\widetilde{M})$ with $L^{2}$ sections of $V$, and one can think of $\mathscr{T}_{\Gamma}$ as an invariant for the flat Hilbert bundle $V$. If $\pi_{1}(M)$ is abelian, then the left regular representation is a direct integral of one-dimensional
representations, and $V$ decomposes as an integral of flat unitary line bundles over $M$. This decomposition will allow us to make more precise statements about the Novikov-Shubin invariants.

Let $M$ be a smooth closed connected oriented manifold with $\pi_{1}(M)$ the extension of an abelian group by a finite group. Because $\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}^{\prime}}$ is multiplicative under finite coverings, $\alpha_{p}(M)$ is invariant under finite coverings, and we may as well assume $\pi_{1}(M)=\mathbf{Z}^{l}$ for some $l$. For a unitary representation $\rho_{\theta}: \mathbf{Z}^{l} \rightarrow \mathrm{U}(1)$ given by $\rho_{\theta}(\vec{n})=e^{i \vec{\theta} \cdot \vec{n}}$, let $E_{\theta}$ be the associated flat line bundle on $M$, with Laplacian $\Delta_{\theta}$. Let $T^{l}$ denote the $l$-torus.

Proposition 38. $\quad \operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}=\int_{T^{l}} \operatorname{Tr} e^{-T \Delta_{p, \theta}} d^{l} \theta /(2 \pi)^{l}$.
Proof. Let $a(\vec{n})$ denote the action of $\vec{n} \in \pi_{1}(M)$ on $\widetilde{M}$. Then

$$
\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}}=\int_{\mathscr{F}} \operatorname{Tr} e^{-T \widetilde{\Delta}}(x, x) d \operatorname{vol}(x)
$$

$$
\begin{align*}
& =\int_{\mathscr{F}} \sum_{\vec{n}} \int_{T^{l}} \rho_{\theta}(\vec{n}) \operatorname{tr}\left(e^{-T \widetilde{\Delta}} a(\vec{n})^{*}\right)(x, x) d^{l} \theta /(2 \pi)^{l} d \operatorname{vol}(x)  \tag{80}\\
& =\int_{T^{l}} \int_{\mathscr{F}} \sum_{\vec{n}} \rho_{\theta}(\vec{n}) \operatorname{tr}\left(e^{-T \widetilde{\Delta}} a(\vec{n})^{*}\right)(x, x) d \operatorname{vol}(x) d^{l} \theta /(2 \pi)^{l}
\end{align*}
$$

The change of summations and integrations can be justified by the estimates of the proof of Lemma 4.

We claim

$$
\begin{equation*}
\operatorname{Tr} e^{-T \Delta_{\theta}}=\int_{\mathscr{F}} \sum_{\vec{n}} \rho_{\theta}(\vec{n}) \operatorname{tr}\left(e^{-T \widetilde{\Delta}} a(\vec{n})^{*}\right)(x, x) d \operatorname{vol}(x) \tag{81}
\end{equation*}
$$

Then the proposition will follow. To see (81), we can identify the twisted $L^{2}$ forms $\Lambda^{*}\left(M, E_{\theta}\right)$ with $\left\{\omega: \omega\right.$ is a locally $L^{2}$ differential form on $\widetilde{M}$ and $\rho_{\theta}(\vec{n}) a(\vec{n})^{*} \omega=\omega$ for all $\left.\vec{n} \in \pi_{1}(M)\right\}$. The inner product becomes $\langle\omega, \eta\rangle=\int_{\mathscr{F}}\langle\omega(x), \eta(x)\rangle d \operatorname{vol}(x) . \Delta_{\theta}$ is represented by $\omega \rightarrow \tilde{\Delta} \omega$. Put

$$
\begin{equation*}
K(T, x, y)=\sum_{\vec{n}} \rho_{\theta}(\vec{n})\left(e^{-T \widetilde{\Delta}} a(\vec{n})^{*}\right)(x, y) \tag{82}
\end{equation*}
$$

Then $K(T, x, y)$ defines an integral operator $K(T)$ on $\Lambda^{*}\left(M, E_{\theta}\right)$ which satisfies $\left(d / d T+\Delta_{\theta}\right) K(T)=0, \lim _{T \rightarrow 0} K(T)=I$. By uniqueness of the heat kernel, it follows that $K(T)=e^{-T \Delta_{\theta}}$, and so

$$
\begin{align*}
\operatorname{Tr} e^{-T \Delta_{\theta}} & =\int_{M} \operatorname{tr}\left(e^{-T \Delta_{\theta}}\right)(x, x) d \operatorname{vol}(x)  \tag{83}\\
& =\int_{\mathscr{F}} \operatorname{tr}(K(T, x, x)) d \operatorname{vol}(x) . \quad \text { q.e.d. }
\end{align*}
$$

It will be convenient to write all of the operators $\Delta_{\theta}$ as acting on the same Hilbert space. This can be done by choosing a basis $\left\{\tau^{i}\right\}_{i=1}^{l}$ of harmonic 1 -forms on $M$ such that if $\gamma$ is a loop representing a class $\vec{n} \in$ $\pi_{1}(M, *)$, then $\int_{\gamma} \vec{\tau}=\vec{n}$. Let $d_{\theta}$ denote the operator $d+i \sum_{j=1}^{l} \theta_{j} e\left(\tau^{j}\right)$. Then $\Delta_{\theta}$ is unitarily equivalent to the selfadjoint operator $d_{\theta}^{*} d_{\theta}+d_{\theta} d_{\theta}^{*}$, (which we will also denote by $\Delta_{\theta}$ ), acting on the Sobolev space $H^{2}(M)$.

Because $\Delta_{\theta}$ is quadratic in $\theta$, it is easy to see that $\left\{\Delta_{\theta}\right\}_{\theta \in T^{l}}$ is an analytic family of type (A) in the sense of [43]. By Theorem XII. 13 of [43], the eigenvalues $\lambda_{i}(\theta)$ of $\Delta_{\theta}$ form a sequence of analytic functions locally in $\theta$; they do not necessarily form a sequence of analytic functions on $T^{l}$, but do form a sequence of multivalued functions on $T^{l}$. It follows that for any $\varepsilon>0,\left\{\left(\theta, \lambda_{i}(\theta)\right): \lambda_{i}(\theta) \leq \varepsilon\right\}$ can be written as a union of graphs of a finite number of locally defined analytic functions on $T^{l}$. By taking a sufficiently fine finite covering $\left\{U_{\alpha}\right\}_{\alpha=1}^{s}$ of $\left\{\theta: \lambda_{i}(\theta) \leq \varepsilon\right.$ for some $i\}$, and subordinate partition of unity $\left\{\rho_{\alpha}\right\}_{\alpha=1}^{s}$, we can write

$$
\begin{equation*}
\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}=\sum_{\alpha=1}^{s} \sum_{\beta=1}^{n_{\alpha}} \int_{U_{\alpha}} \rho_{\alpha}(\theta) e^{-T f_{\alpha, \beta}(\theta)} d^{l} \theta /(2 \pi)^{l}+O\left(e^{-\varepsilon T}\right) \tag{84}
\end{equation*}
$$

for some nonnegative analytic functions $\left\{f_{\alpha, \beta}\right\}_{\beta=1}^{n_{\alpha}}$ defined on $U_{\alpha}$. If $f_{\alpha, \beta}$ is zero in an open subset of $U_{\alpha}$, then it must correspond to an eigenvalue $\lambda_{i}(\theta)$ which vanishes identically on $T^{l}$. This gives a contribution to $\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}$ which is $T$-independent, and so is part of $b_{p}^{(2)}$. Thus

$$
\begin{equation*}
\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}=b_{p}^{(2)}+\sum_{\alpha=1}^{s} \sum_{\beta=1}^{m_{\alpha}} \int_{U_{\alpha}} \rho_{\alpha}(\theta) e^{-T g_{\alpha, \beta}(\theta} d^{l} \theta /(2 \pi)^{l}+O\left(e^{-\varepsilon T}\right) \tag{85}
\end{equation*}
$$

where the analytic functions $\left\{g_{\alpha, \beta}\right\}_{\beta=1}^{m_{\alpha}}$ are nonnegative and not identically vanishing. If the functions $\left\{g_{\alpha, \beta}\right\}_{\beta=1}^{m_{\alpha}}$ are all bounded away from zero, then $\alpha_{p}(M)=\infty$. Otherwise, by the theory of asymptotic integrals [33],

$$
\begin{equation*}
\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}}=b_{p}^{(2)}+O\left(T^{-\alpha_{p} / 2}(\log T)^{k}\right) \tag{86}
\end{equation*}
$$

for some rational number $\alpha_{p}>0$ and some integer $k$. (Malgrange [33] studies the case of imaginary $T$, but the asymptotics are the same in our case.) Hence we have shown

Proposition 39. If $\pi_{1}(M)$ is abelian, then $\alpha_{p}(M)$ is positive and rational.

If. $\pi_{1}(M)=\mathbf{Z}$ we can say more. If $\lambda(\theta)$ is a nonnegative nonvanishing analytic function on $U \subset S^{1}$ with an isolated zero at $\theta_{0} \in U$ and $\rho\left(\theta_{0}\right) \neq$ 0 , then $\int_{U} e^{-T \lambda(\theta)} \rho(\theta) d \theta$ is $O\left(T^{-1 /(2 n)}\right)$, where $n$ is the smallest integer such that $\lambda^{(2 n)}\left(\theta_{0}\right) \neq 0$. Thus we have

Proposition 40. If $\pi_{1}(M)=\mathbf{Z}$, then $\alpha_{p}(M)=1 / n_{p}$ for some nonnegative integers $n_{p}$.

We can give conditions for $\lambda^{(2)}\left(\theta_{0}\right)$ to be nonzero using perturbation theory.

Proposition 41. Suppose that for $\theta \in U, \psi(\theta)$ is an analytic family of eigenvectors of $\Delta_{p, \theta}$ with eigenvalue $\lambda(\theta)$, and $\lambda\left(\theta_{0}\right)=0$. Let [ $\psi\left(\theta_{0}\right)$ ] denote the class of $\psi\left(\theta_{0}\right)$ in $H^{p}\left(M, E_{\theta_{0}}, \mathbf{R}\right)$, and let $[\tau]$ denote the class of $\tau$ in $H^{1}(M, \mathbf{R})$. Then $\lambda^{(2)}\left(\theta_{0}\right)=0$ iff $[\tau] \cup\left[\psi\left(\theta_{0}\right)\right]=0$ in $H^{p+1}\left(M, E_{\theta_{0}}, \mathbf{R}\right)$ and $[\tau] \cup\left[* \psi\left(\theta_{0}\right)\right]=0$ in $H^{n-p+1}\left(M, E_{\theta_{0}}, \mathbf{R}\right)$.

Proof. We have $d \tau=d^{*} \tau=d_{\theta_{0}} \psi\left(\theta_{0}\right)=d_{\theta_{0}}^{*} \psi\left(\theta_{0}\right)=0$. Then

$$
\begin{aligned}
\left.\frac{d^{2}}{d \theta^{2}}\right|_{\theta=\theta_{0}} \lambda\left(\theta_{0}\right) & =\left.\frac{d^{2}}{d \theta^{2}}\right|_{\theta=\theta_{0}}\left[\left\langle d_{\theta} \psi(\theta), d_{\theta} \psi(\theta)\right\rangle+\left\langle d_{\theta}^{*} \psi(\theta), d_{\theta}^{*} \psi(\theta)\right\rangle\right] \\
& =2\left[\left.\left|\frac{d}{d \theta}\right|_{\theta=\theta_{0}} d_{\theta} \psi(\theta)\right|^{2}+\left.\left|\frac{d}{d \theta}\right|_{\theta=\theta_{0}} d_{\theta}^{*} \psi(\theta)\right|^{2}\right] \\
& =2\left[\left|d_{\theta_{0}} \dot{\psi}+i e(\tau) \psi\right|^{2}+\left|d_{\theta_{0}}^{*} \dot{\psi}-i i(\tau) \psi\right|^{2}\right]
\end{aligned}
$$

By first-order perturbation theory [43], we have

$$
\begin{equation*}
\dot{\psi}=-G\left(\left.\frac{d}{d \theta}\right|_{\theta=\theta_{0}} \Delta_{\theta}\right) \psi=i G\left(d_{\theta_{0}} i(\tau)-d_{\theta_{0}}^{*} e(\tau)\right) \psi, \tag{88}
\end{equation*}
$$

where $G$ is the Green's operator for $\Delta_{\theta_{0}}-\lambda\left(\theta_{0}\right)$. Hereafter we will drop the $\theta_{0}$ subscripts. Now

$$
\begin{align*}
d \dot{\psi}+i e(\tau) \psi=0 & \Leftrightarrow e(\tau) \psi=G d d^{*} e(\tau) \psi \\
& \Leftrightarrow e(\tau) \psi=G\left(d d^{*}+d^{*} d\right) e(\tau) \psi  \tag{89}\\
& \Leftrightarrow e(\tau) \psi \perp \operatorname{Ker} \Delta_{p+1, \theta_{0}}
\end{align*}
$$

Because $d e(\tau) \psi=0, e(\tau) \psi$ can be written as $\eta+d \rho$ for some $\eta \in$ $\operatorname{Ker} \Delta_{p+1, \theta_{0}}, \rho \in \Lambda^{p}\left(M, E_{\theta_{0}}\right)$. Then

$$
\begin{aligned}
e(\tau) \psi \perp \operatorname{Ker} \Delta_{p+1, \theta_{0}} & \Leftrightarrow \eta=0 \Leftrightarrow e(\tau) \psi \in \operatorname{Im} d \\
& \Leftrightarrow[e(\tau) \psi]=0 \quad \text { in } H^{p+1}\left(M, E_{\theta_{0}}, \mathbf{R}\right) \\
& \Leftrightarrow[\tau] \cup[\psi]=0 \quad \text { in } H^{p+1}\left(M, E_{\theta_{0}}, \mathbf{R}\right) .
\end{aligned}
$$

The same arguments, applied to $* \psi$ instead of $\psi$, give
(91) $d * \dot{\psi}-i(\tau) \psi=0 \Leftrightarrow[\tau] \cup[* \psi]=0 \quad$ in $H^{n-p+1}\left(M, E_{\theta_{0}}, \mathbf{R}\right)$. q.e.d.

Using higher order perturbation theory, one can show that given $\lambda^{(2)}\left(\theta_{0}\right)$ $=0$, one has $\lambda^{(4)}\left(\theta_{0}\right)=0$ iff the Massey products $\langle[\tau],[\psi],[\tau]\rangle$ and $\langle[\tau],[* \psi],[\tau]\rangle$ vanish, that is, there is a $p$-form $\psi^{(1)}$ such that $\tau \wedge \psi=$ $d \psi^{(1)}$ and $\left[\tau \wedge \psi^{(1)}\right]=0(\bmod [\tau])$, and similarly for $* \psi$. By redefining $\psi^{(1)}$, the vanishing of $\langle[\tau],[\psi],[\tau]\rangle$ is equivalent to the existence of $p$ forms $\psi^{(1)}$ and $\psi^{(2)}$ such that $\tau \wedge \psi=d \psi^{(1)}$ and $\tau \wedge \psi^{(1)}=d \psi^{(2)}$. One can see the pattern that, in general, $\lambda^{(2)}\left(\theta_{0}\right)=\lambda^{(4)}\left(\theta_{0}\right)=\cdots=\lambda^{(2 r)}\left(\theta_{0}\right)=0$ iff

$$
\exists p \text {-forms } \psi^{(1)}, \psi^{(2)}, \cdots, \psi^{(r)} \text { such that }
$$

$$
\begin{equation*}
\tau \wedge \psi=d \psi^{(1)}, \tau \wedge \psi^{(1)}=d \psi^{(2)}, \cdots, \tau \wedge \psi^{(r-1)}=d \psi^{(r)} \tag{*}
\end{equation*}
$$

and similarly for $* \psi$. The condition ( $*$ ) can be re-expressed in a way independent of choices as

$$
\begin{align*}
& \exists p \text {-forms } \psi^{(1)}, \psi^{(2)}, \cdots, \psi^{(r)} \text { such that } \tau \wedge \psi=d \psi^{(1)} \\
& \tau \wedge \psi^{(1)}=d \psi^{(2)}(\bmod \tau), \cdots, \tau \wedge \psi^{(r-1)}=d \psi^{(r)}(\bmod \tau) .
\end{align*}
$$

Example 42. Let $M$ be the total space of a nontrivial $\operatorname{SU}(2)$ bundle over $B=S^{1} \times S^{3}$. We will show that $\alpha_{3}(M)=1 / 2$. By the Gysin sequence for twisted cohomology,

$$
\begin{align*}
\cdots \rightarrow H^{k}\left(B, E_{\theta}, \mathbf{R}\right) & \rightarrow H^{k}\left(M, \pi^{*} E_{\theta}, \mathbf{R}\right) \rightarrow H^{k+1-3}\left(B, E_{\theta}, \mathbf{R}\right)  \tag{92}\\
& \rightarrow H^{k+1}\left(B, E_{\theta}, \mathbf{R}\right) \rightarrow \cdots
\end{align*}
$$

$H^{3}\left(M, \pi^{*} E_{\theta}, \mathbf{R}\right)$ is nonzero only for $\theta=0$ : By the Hirsch lemma, the minimal model of $M$ has a generator $x$ in degree 1 and generators $y_{1}$ and $y_{2}$ in degree 3, with the relations $d x=0, d y_{1}=0$, and $d y_{2}=x y_{1}$ [22]. Taking $[\tau]=[x]$ and $[\psi]=\left[y_{1}\right]$, we have $[* \psi]=\left[x y_{2}\right]$. Then $[\tau] \cup[\psi]=$ 0 in $H^{4}(M, \mathbf{R})$ and $[\tau] \cup[* \psi]=0$ in $H^{5}(M, \mathbf{R})$, so $\lambda^{(2)}\left(\theta_{0}\right)=0$. On the other hand, taking $\psi^{(1)}=y_{2}$, we have $\left[\tau \wedge \psi^{(1)}\right] \neq 0$ in $H^{4}(M, \mathbf{R})$,
so $\lambda^{(4)}\left(\theta_{0}\right) \neq 0$. Thus $\alpha_{3}(M)=1 / 2$. This example shows that $\alpha_{p}(M)$ can be noninteger. Also, by comparing with $\alpha_{3}\left(S^{1} \times S^{3} \times S^{3}\right)=1$ and $\alpha_{3}\left(S^{1} \times S^{6}\right)=\infty$, it is clear that for general $p, \alpha_{p}(M)$ depends on more than just the dimension and fundamental group of $M$. Repeatedly forming $\operatorname{SU}(2)$ principal bundles, we can construct a manifold $M^{3 r+1}$ whose minimal model has a generator $x$ in degree 1 and generators $y_{1}, \cdots, y_{r}$ in degree 3, with the relations $d x=0, d y_{1}=0, d y_{2}=x y_{1}, \cdots, d y_{r}=$ $x y_{r-1}$. Then $\alpha_{3}\left(M^{3 r+1}\right)=1 / r$. This shows that $\alpha_{p}(M)$ can be arbitrarily close to 0 .

If $\pi_{1}(M)=\mathbf{Z}^{l}$ and $H^{p}\left(M, E_{\theta_{0}}, \mathbf{R}\right) \neq 0$, one can use perturbation theory to determine the asymptotics of $\lambda(\theta)$ around $\theta=\theta_{0}$. However, since the procedure to obtain the asymptotics of $\int_{U} e^{-T \lambda(\theta)} \rho(\theta) d \theta$ is nonconstructive and involves blowing up singularities, it does not seem to be much use in determining $\alpha_{p}(M)$ explicitly. In the special case when $\lambda(\theta)$ is asymptotically a positive definite quadratic function around $\theta_{0}$, $\int_{U} e^{-T \lambda(\theta)} \rho(\theta) d \theta$ is asymptotically $O\left(T^{-l / 2}\right)$. By the same arguments as for Proposition 41, this will be the case iff for all $[\tau] \in H^{1}(M, \mathbf{R})$, $[\tau] \cup[\psi]=[\tau] \cup[* \psi]=0$ implies $[\tau]=0$.

Proposition 43. If $\pi_{1}(M)=\mathbf{Z}^{l}$, then $\alpha_{0}=\alpha_{1}=l$.
Proof. The only value of $\theta$ where $H^{0}\left(M, E_{\theta}, \mathbf{R}\right)$ or $H^{1}\left(M, E_{\theta}, \mathbf{R}\right)$ is nonzero is $\theta=0$. For $p=0$, we have $[\psi]=[1] \in H^{0}(M, \mathbf{R})$, and so for $[\tau] \in H^{1}(M, \mathbf{R}),[\tau] \cup[\psi]=0$ implies $[\tau]=0$. For $p=1$, take a nonzero $[\psi] \in H^{1}(M, \mathbf{R})$ and suppose that for some $[\tau] \in H^{1}(M, \mathbf{R})$, $[\tau] \cup[\psi]=[\tau] \cup[* \psi]=0$. From $[\tau] \cup[\psi]=0$, $[\tau]$ must be proportionate to $[\psi]$, but then by Poincaré duality $[\tau] \cup\left[{ }^{*} \psi\right]=0$ implies $[\tau]=0$.

Note 44. That $\alpha_{0}$ is $l$ is part of a more general result (see the next section).

Note 45. The arguments in this section also work for an arbitrary infinite normal Abelian cover of a closed oriented manifold $M$. When applied to the $L^{2}$ analytic torsion of a manifold with infinite Abelian fundamental group, they give

$$
\begin{equation*}
\mathscr{T}_{\Gamma}(M)=\int_{T^{l}} T(\theta) d^{l} \theta /(2 \pi)^{l}, \tag{93}
\end{equation*}
$$

where $T(\theta)$ is the ordinary analytic torsion of the flat line bundle specified by $\theta$. In particular, the results of [38] and the identity

$$
\begin{equation*}
\int_{S^{1}} \ln \left|a-e^{i \theta}\right| d \theta / 2 \pi=\ln |a| \theta(|a|-1) \tag{94}
\end{equation*}
$$

give that if $f$ is a diffeomorphism of $N, N$ simply-connected, and $M$ is the mapping cylinder, then up to a constant,

$$
\begin{equation*}
\mathscr{T}_{\Gamma}(M)=\sum \ln \left(\left|\lambda_{i, \text { even }}\right|\right)-\sum \ln \left(\left|\lambda_{i, \text { odd }}\right|\right), \tag{95}
\end{equation*}
$$

where $\left\{\lambda_{\text {ieven }}\right\}$ are the eigenvalues of the action of $H^{*}(f)$ on $H^{\text {even }}(N)$ of norm greater than one, and similarly for $\left\{\lambda_{i, \text { odd }}\right\}$.

## VII. Examples of $\alpha_{p}$

A. $\mathbf{p}=\mathbf{0}$. Varopoulos [49] has shown $\alpha_{0}=\infty$ unless $\pi_{1}(M)$ has polynomial growth (i.e., $\pi_{1}(M)$ is almost nilpotent [24]), in which case $\alpha_{0}$ is the growth rate of $\pi_{1}(M)$.
B. Locally symmetric spaces. We collect some properties of the spectrum of the Laplacian on differential forms on irreducible noncompact Riemannian symmetric spaces $\widetilde{M}=G / K$.
$\widetilde{M}$ can have harmonic $p$-forms only for $p=\operatorname{dim}(\widetilde{M}) / 2$ [3, II, 5.4]. These correspond to discrete series representations of $G$, and so can only occur for $\operatorname{rank} G=\operatorname{rank} K$. Furthermore, if $\operatorname{rank} G=\operatorname{rank} K$, then $\chi(M) \neq 0$ [5], and so by the $L^{2}$ index theorem [1], such harmonic $p$ forms do occur.

To convert to the notation of [3], the Laplacian $\tilde{\Delta}_{p}$ acting on the smooth vectors in $\Lambda^{p}(\widetilde{M})$ is equivalent to $\Delta$ acting on $C^{p}(g, R, H)$, where $H$ is the unitary $(g, \not \subset)$-module of smooth vectors in $L^{2}(G)$. By Kuga's Lemma, the action of $\Delta$ on $C^{p}(g, k, H)$ is given by the representation of the Casimir $C$ of $g$ on $H$.

In order to know when $\alpha_{p}(M)$ can possibly be finite, one can ignore the discrete spectrum of $\widetilde{\Delta}_{p}$, as its contribution to $\operatorname{tr} e^{-T \widetilde{\Delta}_{p}(x, x)}$ will either be constant in $T$ or decrease exponentially in $T$. Then a necessary condition for $\alpha_{p}(M)$ to be finite is that the continuous spectrum of $\widetilde{\Delta}_{p}$ extend down to 0 . The continuous spectrum corresponds to the part of the regular representation of $G$ induced from cuspidal parabolic subgroups, and so the question is whether an induced representation $V$ can give a vanishing representation of the Casimir operator. We can assume that the induced representation is irreducible, upon which having vanishing Casimir is equivalent to $C^{p}(g, R, V)$ consisting of harmonic cochains, which is equivalent to $H^{p}(g, \beta, V)$ being nonzero [3, II, 3.1]. By [3, III, 5.1], for the tempered representations $V$ which are of interest to us, $H^{p}(g, \not \vDash, V)=0$ if $p \notin$ $[\operatorname{dim}(\widetilde{M}) / 2-(\operatorname{rank}(G)-\operatorname{rank}(K)) / 2, \operatorname{dim}(\widetilde{M}) / 2+(\operatorname{rank}(G)-\operatorname{rank}(K)) / 2]$.

Thus $\alpha_{p}(M)=\infty$ for such $p$. Furthermore, $H^{p}(g, \not, V)=0$ if $V$ is not a fundamental series representation. Thus if $\operatorname{rank}(G)=\operatorname{rank}(K)$, then $\alpha_{p}(M)=\infty$ for all $p$.

Precise information on the representations $V$ with nonvanishing $(g, \not \subset)$-cohomology is given in [51], to which we refer for details. In particular, it follows from [51] that the continuous spectrum of $\tilde{\Delta}_{p}$ does extend down to 0 if $p \in[\operatorname{dim}(\widetilde{M}) / 2-(\operatorname{rank}(G)-\operatorname{rank}(K)) / 2, \operatorname{dim}(\widetilde{M}) / 2+$ $(\operatorname{rank}(G)-\operatorname{rank}(K)) / 2]$, due to the existence of a unique fundamental series representation $V$. Then $\alpha_{p}(M)$ will be finite and independent of $p$ in this range, and can be computed using the Plancherel formula. We will only give the result for the simplest case.

Proposition 46. If $M$ is a real hyperbolic manifold of odd dimension $d$, then $\alpha_{p}(M)=\infty$ if $p \neq(d \pm 1) / 2$ and $\alpha_{p}(M)=1$ if $p=(d \pm 1) / 2$.

Proof. By the above discussion, or Proposition 15 , if $j \neq(d-1) / 2$, then the spectrum of $\widetilde{\Delta}$ on $L^{2}$ coclosed $j$-forms is bounded away from zero, and $F_{j}(T)$ has exponential decay. For $j=(d-1) / 2$,

$$
\begin{align*}
F_{j}(T) & =(4 \pi)^{-d / 2} \frac{1}{\Gamma(d / 2)}\left(\frac{d-1}{2}\right) \int_{-\infty}^{\infty} e^{-T \nu^{2}} \prod_{i=1}^{(d-1) / 2}\left(\nu^{2}+i^{2}\right) d \nu \\
& =O\left(\int_{-\infty}^{\infty} e^{-T \nu^{2}} \prod_{i=1}^{(d-1) / 2} i^{2} d \nu\right)=O\left(T^{-1 / 2}\right) . \tag{96}
\end{align*}
$$

Hence the proposition follows. q.e.d.
A generalization of the above results, when applied to Hermitian or quaternionic noncompact symmetric spaces, is given by the following propositions.

Definition 47 [26]. A closed Kähler manifold $M$ is Kähler hyperbolic if the Kähler form $\omega$ on $\widetilde{M}$ can be written as $\omega=d \eta$ for some bounded 1 -form $\eta$ on $\widetilde{M}$.

Proposition 48 [26]. If $M$ is a Kähler hyperbolic manifold, then the spectrum of $\widetilde{\Delta}$ on $(\operatorname{Ker} \widetilde{\Delta})^{\perp}$ is bounded away from zero.

Definition 49. Suppose that $M$ is a closed quaternionic-Kähler manifold. $M$ is quaternionic-Kähler hyperbolic if the canonical 4-form $\omega$ on $\widetilde{M}$ can be written as $\omega=d \eta$ for some bounded 3-form $\eta$ on $\widetilde{M}$.

Proposition 50. If $M$ is quaternionic-Kähler hyperbolic, then the spectrum of $\widetilde{\Delta}_{p}$ on $\left(\operatorname{Ker} \widetilde{\Delta}_{p}\right)^{\perp}$ is bounded away from zero for $p$ even and $p \neq(\operatorname{dim} M) / 2$.

Proof. Using the Lefschetz isomorphism on a quaternionic-Kähler manifold [2], the proof is the same as that of [26].
C. Heisenberg groups. Suppose that one has a Lie group $G$ with a left-invariant orthonormal basis of the tangent space. Then there is a left-invariant orthonormal basis of $\Lambda^{*}(G)$, and in terms of this basis the Laplacian becomes a matrix of differential operators on $G$. One can hope to compute heat kernels using harmonic analysis on $G$. In particular, on the Heisenberg groups the analysis simplifies because of the CR structure. The author wishes to thank Mike Christ for much help with the results of this section.

Let $M^{2 m+1}$ be a closed oriented manifold which is homeomorphic to a quotient $G / \Gamma$ of the Heisenberg group by a discrete subgroup. The Heisenberg group $G$ can be identified with $\mathbf{R}^{2 m+1}$, with coordinates $\left\{\left\{x^{j}\right\}_{j=1}^{m}\right.$, $\left.\left\{y^{j}\right\}_{j=1}^{m}, w\right\}$. A basis of left-invariant vector fields is given by

$$
\begin{equation*}
X_{j}=\partial_{x^{j}}-\frac{1}{2} y^{j} \partial_{w}, \quad Y_{j}=\partial_{y^{j}}+\frac{1}{2} x^{j} \partial_{w}, \quad W=\frac{1}{c} \partial_{w} \tag{97}
\end{equation*}
$$

for any $c \in \mathbf{R}-\{0\}$. We will consider the left-invariant metric on $G$ given by requiring that $\left\{X_{j}, Y_{j}, W\right\}$ be an orthonormal basis. It is convenient to complexify and put

$$
\begin{equation*}
Z_{j}=\frac{1}{\sqrt{2}}\left(X_{j}-i Y_{j}\right), \quad Z_{\bar{j}}=\frac{1}{\sqrt{2}}\left(X_{j}+i Y_{j}\right) \tag{98}
\end{equation*}
$$

Then a Hermitian basis for $T^{*} G \otimes \mathbf{C}$ is given by

$$
\begin{align*}
\tau^{j} & =\frac{1}{\sqrt{2}}\left(d x^{j}+i d y^{j}\right), \quad \tau^{\bar{j}}=\frac{1}{\sqrt{2}}\left(d x^{j}-i d y^{j}\right) \\
\tau^{w} & =c\left(d w-\frac{1}{2} \sum_{j} x^{j} d y^{j}+\frac{1}{2} \sum_{j} y^{j} d x^{j}\right) \tag{99}
\end{align*}
$$

The differentials of the basis elements are

$$
\begin{equation*}
d \tau^{j}=d \tau^{\bar{j}}=0, \quad d \tau^{w}=-i c \sum_{j} \tau^{j} \wedge \tau^{\bar{j}} \tag{100}
\end{equation*}
$$

Using the global orthonormal basis of $\Lambda^{*} G \otimes \mathbf{C}$, we write differential operators on $\Lambda^{*} G \otimes \mathbf{C}$ as matrices of differential operators on $C^{\infty}(G) \otimes \mathbf{C}$. In particular, $e\left(\tau^{j}\right), e\left(\tau^{\bar{j}}\right), e\left(\tau^{w}\right), i\left(Z_{j}\right), i\left(Z_{\bar{j}}\right)$, and $i(W)$ are represented as matrices of zeros and ones. One can compute that the covariant
derivatives $\nabla: T G \otimes \Lambda^{*}(G) \otimes \mathbf{C} \rightarrow \Lambda^{*}(G) \otimes \mathbf{C}$ are given by

$$
\begin{align*}
& \nabla_{Z_{j}}=Z_{j}-\frac{1}{2} i c e\left(\tau^{\bar{j}}\right) i(W)+\frac{1}{2} i c e\left(\tau^{w}\right) i\left(Z_{j}\right) \\
& \nabla_{Z_{j}}=Z_{\bar{j}}+\frac{1}{2} i c e\left(\tau^{j}\right) i(W)-\frac{1}{2} i c e\left(\tau^{w}\right) i\left(Z_{\bar{j}}\right)  \tag{101}\\
& \nabla_{W}=W+\frac{1}{2} i c \sum_{k}\left(e\left(\tau^{k}\right) i\left(Z_{k}\right)-e\left(\tau^{\bar{k}}\right) i\left(Z_{\bar{k}}\right)\right) .
\end{align*}
$$

Proposition 51. Let $\mathscr{S}^{p}$ denote the G-invariant subspace of $\Lambda^{p}(T G) \otimes$ C defined by

$$
\begin{align*}
\mathscr{S}^{p}=\left\{\omega \in \Lambda^{p}(T G) \otimes \mathbf{C}: 0\right. & =i(W) \omega=i\left(Z_{\bar{j}}\right) \omega  \tag{102}\\
& \left.=Z_{\bar{j}} \omega \text { for all } j=1, \cdots, m\right\} .
\end{align*}
$$

Then $\mathscr{S}^{p}$ is an invariant subspace for the Laplacian, and $\Delta=-W^{2}+$ $i c(m-p) W$ on $\mathscr{S}^{p}$.

Proof. We have

$$
\begin{equation*}
d \omega=\sum_{j}\left[e\left(\tau^{j}\right) \nabla_{Z_{j}}+e\left(\tau^{\bar{j}}\right) \nabla_{Z_{\bar{j}}}+e\left(\tau^{w}\right) \nabla_{W}\right] \tag{103}
\end{equation*}
$$

and

$$
\begin{equation*}
d^{*} \omega=-\sum_{j}\left[i\left(Z_{\bar{j}}\right) \nabla_{Z_{j}}+i\left(Z_{j}\right) \nabla_{Z_{\bar{j}}}+i(W) \nabla_{W}\right] \omega \tag{104}
\end{equation*}
$$

on $\Lambda^{*}(G) \otimes \mathbf{C}$, and

$$
\begin{align*}
& i(W) e\left(\tau^{w}\right) W \omega=W \omega, \quad \sum_{k} e\left(\tau^{k}\right) i\left(Z_{k}\right) \omega=p \omega, \\
& \nabla_{Z_{j}} \omega=Z_{j} \omega+\frac{1}{2} i c e\left(\tau^{w}\right) i\left(Z_{j}\right) \omega,  \tag{105}\\
& \nabla_{Z_{\bar{j}}} \omega=0 \quad \text { and } \quad \nabla_{W} \omega=W \omega+\frac{1}{2} i c p \omega,
\end{align*}
$$

on $\mathscr{S}^{p}$. Then on $\mathscr{S}^{p}$,

$$
\begin{aligned}
d \omega & =\sum_{j}\left[e\left(\tau^{j}\right) Z_{j} \omega-\frac{1}{2} i c e\left(\tau^{w}\right) e\left(\tau^{j}\right) i\left(Z_{j}\right) \omega\right]+e\left(\tau^{w}\right) W \omega+\frac{1}{2} i c p e\left(\tau^{w}\right) \omega \\
& =\sum_{j} e\left(\tau^{j}\right) Z_{j} \omega+e\left(\tau^{w}\right) W \omega
\end{aligned}
$$

and

$$
\begin{equation*}
d^{*} \omega=-\sum_{j} i\left(Z_{\bar{j}}\right) Z_{j} \omega-i(W) W \omega-\frac{1}{2} i c p i(W) \omega=0 . \tag{107}
\end{equation*}
$$

So for $\omega \in \mathscr{S}^{p}$,

$$
\begin{align*}
& \Delta \omega=d^{*} d \omega=-\sum_{j, k} i\left(Z_{k}\right) e\left(\tau^{j}\right) Z_{\bar{k}} Z_{j} \omega \\
&+\sum_{k}\left[\frac{1}{2} i c i\left(Z_{\bar{k}}\right) e\left(\tau^{\bar{k}}\right) i(W) e\left(\tau^{w}\right) W \omega\right.  \tag{108}\\
& \quad-\frac{1}{2} i c i\left(Z_{k}\right) e\left(\tau^{k}\right) i(W) e\left(\tau^{w}\right) W \omega \\
&\left.\quad-\frac{1}{2} i c i(W) e\left(\tau^{k}\right) i\left(Z_{k}\right) e\left(\tau^{w}\right) W \omega\right] \\
&-i(W) e\left(\tau^{w}\right) W^{2} \omega
\end{align*}
$$

Using (105), we obtain

$$
\begin{align*}
\Delta \omega & =-W^{2} \omega-\sum_{j, k} i\left(Z_{k}\right) e\left(\tau^{j}\right) Z_{\bar{k}} Z_{j} \omega \\
& =-W^{2} \omega-\sum_{j, k} i\left(Z_{k}\right) e\left(\tau^{j}\right)\left[Z_{\bar{k}}, Z_{j}\right] \omega  \tag{109}\\
& =-W^{2} \omega+\sum_{k} i c i\left(Z_{k}\right) e\left(\tau^{k}\right) W \omega=-W^{2} \omega+i c(m-p) W \omega
\end{align*}
$$

Proposition 52.

$$
\alpha_{p}(M) \leq \begin{cases}2(m+1), & p \neq m, m+1 \\ m+1, & p=m, m+1\end{cases}
$$

(By part A, this inequality is exact for $p=0,2 m+1$.)
Proof. We can assume $p \leq m$. Because $\mathscr{S}^{p}$ is invariant under $\widetilde{\Delta}$,

$$
\begin{equation*}
\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}^{\prime}} \geq\left.\operatorname{Tr}_{\Gamma} e^{-T \widetilde{\Delta}_{p}^{\prime}}\right|_{\mathscr{S}^{p}}=\operatorname{vol}(M) \operatorname{tr} \exp \left(-\left.T \widetilde{\Delta}_{p}^{\prime}\right|_{\mathscr{S}^{p}}\right)(x, x) \tag{110}
\end{equation*}
$$

Define

$$
\begin{equation*}
\mathscr{H}=\left\{\omega \in L^{2}(G): Z_{\bar{j}} \omega=0 \text { for } j=1, \cdots, m\right\} . \tag{111}
\end{equation*}
$$

Then $\mathscr{S}^{p} \cong \mathscr{H} \otimes \mathbf{C}^{\binom{m}{p}}$ and

$$
\begin{align*}
& \operatorname{tr} \exp \left(-\left.T \tilde{\Delta}_{p}^{\prime}\right|_{\mathscr{S}^{p}}\right)(x, x) \\
& \quad=\binom{m}{p}\left(\exp \left(-\left.T\left(-W^{2}+i c(m-p) W\right)\right|_{\mathscr{C}}\right)\right)(x, x) \tag{112}
\end{align*}
$$

If $P$ denotes the Szegö projection, the orthogonal projection from $L^{2}(G)$ to $\mathscr{H}$, then

$$
\begin{align*}
& {\left[\exp \left(-\left.T\left(-W^{2}+i c(m-p) W\right)\right|_{\mathscr{C}}\right)\right](x, x)} \\
& \quad=\left[\left(\exp \left(-T\left(-W^{2}+i c(m-p) W\right)\right)\right) P\right](x, x)  \tag{113}\\
& \quad=\int_{G}\left[\exp \left(-T\left(-W^{2}+i c(m-p) W\right)\right)\right](x, y) P(y, x) d \operatorname{vol}(y)
\end{align*}
$$

It is convenient to take the Fourier transform in the $w$ direction, giving

$$
\begin{equation*}
\int_{\mathbf{R}} e^{-T\left(k^{2} / c^{2}+(m-p) k\right)} \widehat{P}(\vec{x}, \vec{x}, k) d k /(2 \pi c) \tag{114}
\end{equation*}
$$

where $\vec{x} \in \mathbf{R}^{2 m}$.
Now $\widehat{P}(\vec{x}, \vec{x}, k)$ is proportionate to $k^{m} \theta(k)$. This can be seen by writing $e^{2 T \sum_{j} z_{j} Z_{\bar{j}}}$ as $e^{-T\left(\Delta_{K}-i c m W\right)}$ and taking the $T \rightarrow \infty$ limit of the expression for $e^{-T \Delta_{K}}$ in [21], where $\Delta_{K}=-\sum_{j}\left(Z_{j} Z_{\bar{j}}+Z_{\bar{j}} Z_{j}\right)$. Thus we have something proportionate to $\int_{0}^{\infty} k^{m} e^{-T\left(k^{2} / c^{2}+(m-p) k\right)} d k$. If $m-p>$ 0 , the large- T asymptotics is given by $\int_{0}^{\infty} k^{m} e^{-T(m-p) k} d k=O\left(T^{-m-1}\right)$. If $m-p=0$, the large- T asymptotics is given by $\int_{0}^{\infty} k^{m} e^{-T k^{2} / c^{2}} d k=$ $O\left(T^{-(m+1) / 2}\right)$.

Proposition 53. If $m=1$, i.e., $M$ is a three-dimensional Nil manifold, then $\alpha_{0}(M)=4$ and $\alpha_{1}(M)=2$.

Proof. By part A, the assertion for $\alpha_{0}$ is true, and we only have to consider $p=1$. A computation gives that in the orthonormal basis of $\Lambda^{1}(G) \otimes \mathbf{C}$ given by $\left\{\tau^{z}, \tau^{\bar{z}}, \tau^{w}\right\}$, the Laplacian takes the form

$$
\Delta_{1}=\left(\begin{array}{ccc}
-2 Z \bar{Z}-W^{2} & 0 & -i c \bar{Z}  \tag{115}\\
0 & -2 \bar{Z} Z-W^{2} & i c \bar{Z} \\
-i c \bar{Z} & i c Z & -(Z \bar{Z}+\bar{Z} Z)+c^{2}-W^{2}
\end{array}\right)
$$

and the subspace $\mathscr{S}^{p}$ of Proposition 51 is the space of vectors

$$
\left(\begin{array}{c}
\eta \\
0 \\
0
\end{array}\right)
$$

with $\bar{Z} \eta=0$.
In order to compute the spectral decomposition of $\Delta_{1}$, let us first consider the Laplacian

$$
\begin{equation*}
\Delta_{0}=-(Z \bar{Z}+\bar{Z} Z)-W^{2} \tag{116}
\end{equation*}
$$

acting on $L^{2}(G) \otimes \mathbf{C}$. By taking a Fourier transform in the $w$ direction, we can reduce to the study of the operators

$$
\begin{equation*}
\Delta_{0}(k)=-(Z \bar{Z}+\bar{Z} Z)+(k / c)^{2} \tag{117}
\end{equation*}
$$

acting on $L^{2}\left(\mathbf{R}^{2}\right) \otimes \mathbf{C}$, where $[Z, \bar{Z}]=k$. For $k>0$, define the operators

$$
\begin{equation*}
a=i k^{-1 / 2} \bar{Z} \quad \text { and } \quad a^{*}=i k^{-1 / 2} Z \tag{118}
\end{equation*}
$$

Then $a^{*}$ and $a$ are adjoint operators and satisfy the CCR (canonical commutation relation) $\left[a, a^{*}\right]=1$, and $\Delta_{0}(k)=k\left(2 a^{*} a+1\right)+(k / c)^{2}$. From the representation theory of the CCR we know that $L^{2}\left(\mathbf{R}^{2}\right) \otimes \mathbf{C}$ is the direct sum of Fock spaces built up on the vacuum $\operatorname{Ker}(a)=\operatorname{Ker}(\bar{Z})$. That is, if $\left\{v_{l, k}\right\}_{l=0}^{\infty}$ is an orthonormal basis for $\operatorname{Ker}(\bar{Z})$, and we define $\psi_{m l k}=$ $\frac{1}{\sqrt{m!}}\left(a^{*}\right)^{m} v_{l, k}$, then $\left\{\psi_{m l k}\right\}_{l, m=0}^{\infty}$ is an orthonormal basis for $L^{2}\left(\mathbf{R}^{2}\right) \otimes \mathbf{C}$, with

$$
\begin{equation*}
\Delta_{0}(k) \psi_{m l k}=\left[(2 m+1) k+(k / c)^{2}\right] \psi_{m l k} \tag{119}
\end{equation*}
$$

In turn, $\operatorname{Ker}(\bar{Z})$ is also a Fock space. This can be seen by writing

$$
\begin{equation*}
\bar{Z}=\sqrt{2} e^{-k z \bar{z} / 4} \partial_{\bar{z}} e^{k z \bar{z} / 4} \tag{120}
\end{equation*}
$$

so that $\operatorname{Ker}(\bar{Z})$ is the space of functions $f(z) e^{-k z \bar{z} / 4}$ in $L^{2}\left(\mathbf{R}^{2}, \frac{i}{2} d z \wedge\right.$ $d \bar{z}) \otimes \mathbf{C}$, or equivalently the Bargmann space $\mathfrak{B}$ of holomorphic functions $f(z)$ in $L^{2}\left(\mathbf{R}^{2}, \frac{i}{2} e^{-k z \bar{z} / 2} d z \wedge d \bar{z}\right) \otimes \mathbf{C}$. Define the operators

$$
\begin{equation*}
b^{*}=(k / 2)^{1 / 2} z \quad \text { and } \quad b=(k / 2)^{-1 / 2} \partial_{z} \tag{121}
\end{equation*}
$$

Then $b^{*}$ and $b$ are adjoint operators on $\mathfrak{B}$ and satisfy the CCR. Thus an orthonormal basis for $\mathfrak{B}$ is given by $\left(b^{*}\right)^{l} \sqrt{k / 2 \pi} / \sqrt{l!}$, and an orthonormal basis for $\operatorname{Ker}(\bar{Z})$ is given by

$$
\begin{equation*}
v_{l, k}=\sqrt{k /(2 \pi l!)}(\sqrt{k / 2} z)^{l} e^{-k z \bar{z} / 4} \tag{122}
\end{equation*}
$$

In conclusion, an orthonormal basis of $L^{2}\left(\mathbf{R}^{2}\right) \otimes \mathbf{C}$ is given by

$$
\begin{equation*}
\psi_{m l k}=\frac{1}{\sqrt{m!}}\left(\frac{i}{\sqrt{k}} \sqrt{2}\left(\partial_{z}-\frac{k \bar{z}}{4}\right)\right)^{m} \sqrt{\frac{k}{(2 \pi l!)}}\left(\sqrt{\frac{k}{2}} z\right)^{l} e^{-k z \bar{z} / 4} \tag{123}
\end{equation*}
$$

Similarly, if $k<0$, define

$$
\begin{equation*}
a^{*}=i|k|^{-1 / 2} \bar{Z} \quad \text { and } \quad a=i|k|^{-1 / 2} Z \tag{124}
\end{equation*}
$$

Thus $\Delta_{0}(k)=|k|\left(2 a^{*} a+1\right)+(k / c)^{2}$, and an orthonormal basis of $L^{2}\left(\mathbf{R}^{2}\right) \otimes$ $\mathbf{C}$ is given by

$$
\begin{equation*}
\psi_{m l k}=\frac{1}{\sqrt{m!}}\left(\frac{i \sqrt{2}}{\sqrt{|k|}}\left(\partial_{\bar{z}}+\frac{k z}{4}\right)\right)^{m} \sqrt{\frac{|k|}{2 \pi l!}}\left(\sqrt{\frac{|k|}{2}} \bar{z}\right)^{l} e^{-|k| z \bar{z} / 4} \tag{125}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta_{0}(k) \psi_{m l k}=\left[(2 m+1)|k|+(k / c)^{2}\right] \psi_{m l k} \tag{126}
\end{equation*}
$$

As an example, we can compute

$$
\begin{equation*}
e^{-T \Delta_{0}}(0,0)=\int_{-\infty}^{\infty} \frac{d k}{2 \pi c} \sum_{l, m=0}^{\infty} e^{-T\left[|k|(2 m+1)+k^{2} / c^{2}\right]}\left|\psi_{m l k}(0)\right|^{2} \tag{127}
\end{equation*}
$$

One can see that

$$
\begin{equation*}
\psi_{m l k}(0)=i^{m}(|k| / 2 \pi)^{1 / 2} \delta_{m, l} \tag{128}
\end{equation*}
$$

and so

$$
\begin{equation*}
e^{-T \Delta_{0}}(0,0)=\int_{0}^{\infty} \frac{d k}{2 \pi c} \frac{k}{2 \pi} e^{-T k^{2} / c^{2}}(\operatorname{Sinh} T k)^{-1} \tag{129}
\end{equation*}
$$

In particular, changing variables to $u=T k$, we have

$$
\begin{align*}
e^{-T \Delta_{0}}(0,0) & =\left(4 \pi^{2} c T^{2}\right)^{-1} \int_{0}^{\infty} u d u e^{-T^{-1} u^{2} / c^{2}}(\operatorname{Sinh} u)^{-1}  \tag{130}\\
& =O\left(T^{-2}\right) \text { as } T \rightarrow \infty
\end{align*}
$$

showing that $\alpha_{0}(M)=4$.
In order to analyze $\Delta_{1}$, let us take the Fourier transform in the $w$ direction and define
(131) $\Delta_{1}(k)=\left(\begin{array}{ccc}-2 Z \bar{Z}+\frac{k^{2}}{c^{2}} & 0 & -i c \bar{Z} \\ 0 & -2 \bar{Z} Z+\frac{k^{2}}{c^{2}} & i c \bar{Z} \\ -i c \bar{Z} & i c Z & -Z \bar{Z}-\bar{Z} Z+c^{2}+\frac{k^{2}}{c^{2}}\end{array}\right)$,
acting on $\left(L^{2}\left(\mathbf{R}^{2}\right) \otimes \mathbf{C}^{3}\right)$. Considering first the case $k>0$, we can write $\Delta_{1}(k)$ in terms of creation and annihilation operators as
(132) $\Delta_{1}(k)=\left(\begin{array}{ccc}2 k a^{*} a+\frac{k^{2}}{c^{2}} & 0 & -c k^{1 / 2} a^{*} \\ 0 & 2 k a a^{*}+\frac{k^{2}}{c^{2}} & c k^{1 / 2} a \\ -c k^{1 / 2} a & c k^{1 / 2} a^{*} & k\left(a^{*} a+a a^{*}\right)+c^{2}+\frac{k^{2}}{c^{2}}\end{array}\right)$.

Using the basis of $L^{2}\left(\mathbf{R}^{2}\right) \otimes \mathbf{C}$ given by (123), we have a basis of $\left(L^{2}\left(\mathbf{R}^{2}\right) \otimes\right.$ $\mathbf{C})^{3}$ given by $\left(\psi_{m_{1} l_{1} k}, 0,0\right),\left(0, \psi_{m_{2} l_{2} k}, 0\right)$, and $\left(0,0, \psi_{m_{3} l_{3} k}\right)$. From the structure of $\Delta_{1}(k)$, it is clear that any (normalized) eigenvector of $\Delta_{1}(k)$ must be of the form $\left(\alpha_{m k 1} \psi_{(m+1) l k}, \alpha_{m k 2} \psi_{(m-1) l k}, \alpha_{m k 3} \psi_{m l k}\right)$ for some $\alpha_{m k 1}, \alpha_{m k 2}, \alpha_{m k 3} \in \mathbf{C}$, with $\left|\alpha_{m k 1}\right|^{2}+\left|\alpha_{m k 2}\right|^{2}+\left|\alpha_{m k 3}\right|^{2}=1$ and
$m=-1,0, \cdots$. Let us denote the corresponding eigenvalue by $\lambda(m, k)$. For fixed $m, \Delta_{1}(k)$ takes the form

$$
\Delta_{1}(m, k)=\left(\begin{array}{ccc}
2 k(m+1)+\frac{k^{2}}{c^{2}} & 0 & -c k^{1 / 2}(m+1)^{1 / 2}  \tag{133}\\
0 & 2 k m+\frac{k^{2}}{c^{2}} & c k^{1 / 2} m^{1 / 2} \\
-c k^{1 / 2}(m+1)^{1 / 2} & c k^{1 / 2} m^{1 / 2} & k(2 m+1)+c^{2}+\frac{k^{2}}{c^{2}}
\end{array}\right)
$$

For $m>0$, one eigenvalue of $\Delta_{1}(m, k)$ is given by $\lambda_{0}(m, k)=$ $(2 m+1) k+k^{2} / c^{2}$, with eigenvector

$$
\begin{aligned}
& \left(\alpha_{m k 1}, \alpha_{m k 2}, \alpha_{m k 3}\right) \\
& \quad=\left[(2 m+1) k+k^{2} / c^{2}\right)^{-1 / 2}\left(k^{1 / 2}(m+1)^{1 / 2}, k^{1 / 2} m^{1 / 2}, k / c\right]
\end{aligned}
$$

This is in the image under $d$ of $\Lambda^{0}(G) \otimes \mathbf{C}$ in $\Lambda^{1}(G) \otimes \mathbf{C}$. The other eigenvalues turn out to be
$\lambda_{1,2}(m, k)=(2 m+1) k+k^{2} / c^{2}+c^{2} / 2 \pm c\left((2 m+1) k+k^{2} / c^{2}+c^{2} / 4\right)^{1 / 2} ;$
their eigenvectors will not be needed.
For $m=-1$, because $\psi_{(m-1) l k}$ and $\psi_{m l k}$ do not exist, there is only one eigenvalue, $\lambda(-l, k)=k^{2} / c^{2}$. For $m=0, \psi_{(m-1) l k}$ does not exist, and there are two eigenvalues, $\lambda_{0}(0, k)=k+k^{2} / c^{2}$ (which is in the image of $d)$ and $\lambda_{1}(0, k)=2 k+c^{2}+k^{2} / c^{2}$.

We can now compute the $k>0$ part of $\operatorname{tr} e^{-T \Delta_{1}}(0,0)$. As we already know $e^{-T \Delta_{0}}(0,0)$, it is enough to just consider the heat kernel of $\Delta_{1}$ acting on coclosed 1 -forms; this is

$$
\begin{align*}
& \int_{0}^{\infty} \frac{d k}{2 \pi c} \sum_{l, m} e^{-T \lambda(m, k)}\left[\left|\alpha_{m k 1}\right|^{2}\left|\psi_{(m+1) l k}(0)\right|^{2}+\left|\alpha_{m k 2}\right|^{2}\left|\psi_{(m-1) l k}(0)\right|^{2}\right. \\
& \left.\quad+\left|\alpha_{m k 3}\right|^{2}\left|\psi_{m l k}(0)\right|^{2}\right] \\
& 4)  \tag{134}\\
& \quad=\int_{0}^{\infty} \frac{d k}{2 \pi c} \frac{k}{2 \pi} \sum_{m} e^{-T \lambda(m, k)}\left[\left|\alpha_{m k 1}\right|^{2}+\left|\alpha_{m k 2}\right|^{2}+\left|\alpha_{m k 3}\right|^{2}\right] \\
& \\
& =\int_{0}^{\infty} \frac{d k}{2 \pi c} \frac{k}{2 \pi} \sum_{m} e^{-T \lambda(m, k)} .
\end{align*}
$$

Substituting the expressions for the eigenvalues, we obtain

$$
\begin{array}{r}
\int_{0}^{\infty} \frac{d k}{2 \pi c} \frac{k}{2 \pi}\left\{\sum _ { m = 1 } ^ { \infty } \operatorname { e x p } \left(-T\left[(2 m+1) k+k^{2} / c^{2}+c^{2} / 2\right.\right.\right. \\
\left.\left. \pm c \sqrt{(2 m+1) k+k^{2} / c^{2}+c^{2} / 4}\right]\right)  \tag{135}\\
\left.+e^{-T k^{2} / c^{2}}+e^{-T\left(2 k+k^{2} / c^{2}+c^{2}\right)}\right\} .
\end{array}
$$

One can check that the $k<0$ part is the same.
For the large $T$ asymptotics, the contributions of the last two terms of (135) are

$$
\begin{equation*}
2 \int_{0}^{\infty} \frac{d k}{2 \pi c} \frac{k}{2 \pi} e^{-T k^{2} / c^{2}}=O\left(T^{-1}\right) \tag{136}
\end{equation*}
$$

which is that of the subspace $\mathscr{S}^{p}$ of Proposition 51, and

$$
\begin{equation*}
2 \int_{0}^{\infty} \frac{d k}{2 \pi c} \frac{k}{2 \pi} e^{-T\left[2 k+c^{2}+k^{2} / c^{2}\right]}=o\left(T^{-1}\right) \tag{137}
\end{equation*}
$$

Also

$$
\begin{align*}
2 \int_{0}^{\infty} \frac{d k}{2 \pi c} \frac{k}{2 \pi} \sum_{m=1}^{\infty} & \exp \left(-T\left[(2 m+1) k+k^{2} / c^{2}+c^{2} / 2\right.\right.  \tag{138}\\
& \left.\left.+c \sqrt{(2 m+1) k+k^{2} / c^{2}+c^{2} / 4}\right]\right)=o\left(T^{-1}\right)
\end{align*}
$$

and so it only remains to look at

$$
\begin{align*}
2 \int_{0}^{\infty} \frac{d k}{2 \pi c} \frac{k}{2 \pi} \sum_{m=1}^{\infty} \exp (-T[ & (2 m+1) k+k^{2} / c^{2}+c^{2} / 2  \tag{139}\\
& \left.\left.-c \sqrt{(2 m+1) k+k^{2} / c^{2}+c^{2} / 4}\right]\right)
\end{align*}
$$

Changing variable to $u=\sqrt{(2 m+1) k+k^{2} / c^{2}+c^{2} / 4}-c / 2$, we find that (139) equals

$$
\begin{equation*}
\frac{c}{2 \pi^{2}} \int_{0}^{\infty} d u \frac{u+c / 2}{l^{T u^{2}}} \sum_{m=1}^{\infty} \frac{\sqrt{u^{2}+c u+c^{2}\left(m+\frac{1}{2}\right)^{2}}-c\left(m+\frac{1}{2}\right)}{\sqrt{u^{2}+c u+c^{2}\left(m+\frac{1}{2}\right)^{2}}} \tag{140}
\end{equation*}
$$

Expanding in a Taylor's series yields that

$$
\begin{equation*}
\sum_{m=1}^{\infty} \frac{\sqrt{u^{2}+c u+c^{2}(m+1 / 2)^{2}}-c(m+1 / 2)}{\sqrt{u^{2}+c u+c^{2}(m+1 / 2)^{2}}}=O(u) \quad \text { as } u \rightarrow 0 \tag{141}
\end{equation*}
$$

so that (140) is $O\left(T^{-1}\right)$ as $T \rightarrow \infty$.

Note. Some of the results of $\S \S$ III and IV have been independently obtained by V. Mathai [34]. M. Gromov and M. Shubin have shown that $\alpha_{p}(M)$ is a homotopy invariant [27].
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