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For large values of N the variance, skewness and kurtosis of r are

21— p 2
T + O(N™),
@) VB = m/d’ = o(N7Y),

B: = m/a* =3 + o(N7).

These last results are to be expected since it is well known that r has an asymp-
totic normal distribution.

4. Final remarks. The above results should be adequate, as Leipnik has sug-
gested, for serial correlation problems when N = 20. In particular the expres-
sions for the moments of r will be of assistance in evaluating the moments of
functions of r; for example, the variance stabilizing transformatlon z =sin"r,
which will be treated in a future paper.
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ON A DECISION PROCEDURE BASED ON THE TUKEY
STATISTIC

By K. V. RamacHanNnDrAN! AND C. G. KHATRI

Unaversity of Baroda

1. Summary. In this paper a decision procedure based on the Tukey Stu-
dentized range ([5], [6], [8]) has been shown to be an optimum procedure for a
particular type of slippage of means of univariate normal populations based
on a common but unknown variance. The method given here is similar to that
used by Paulson [2] and Truax [7].

2. Introduction. Let z;;(z = 1,2, --- , k;7 = 1,2, --- , n) be the elements
of k independent samples of size n from normal populations with means u; and
variance ¢°(z = 1, 2, -+, k). Let

& = 25 (wi/n), & = Db Do (i — £)/k(n — 1),

ZTmex = max (&1, T2, + -+ , &) and Tmin = min (& , T2, -+ + , &). Let Dy denote
the decision that the k& means are all equal, and let
D;(z # 751,75 =1,2 , k)
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DECISION PROCEDURE 803

denote the decision that Dy is incorrect and u; = pmin and g; = pimay . We will
say that the pair (u;, u;) has slipped by an amount A(A > Q) if gy = pg = +++ = .
Biet = Pig1 = " = fjq = pjp = -+ = = p(say) and p; = p — A and

w; = u + A. The first formulation of the problem is the following: to find a
statistical procedure for selecting one of the decisions (Dy, Di;)(7 # j; 4,7 =

1, 2, ---, k) which will maximize the probability of making the correct deci-

sion when some pair slipped subject to the following restriction (a) when all
the means are equal, Dy should be selected with probability 1 — « (where «
is some- small positive quantity fixed in advance of the experiment).

Since the class of possible decision procedures seems to be too large to admit
an optimum solution we will impose the following restrictions, (b) the decision
procedure must be invariant under location and scale transformations of the
variates (c) the decision procedure must be symmetric in the sense that the
probability of making the correct decision when the pair (u;, ;) has slipped
by an amount A must be the same for all 4, j = 1,2, -, k; 4 5 7. These addi-
tional restrictions are rather weak and seem to be reasonable requirements to
impose in many practical problems. We will now reformulate the problem as
follows: we want a statistical procedure for selecting one of the decisions

(Dm,Dij)(i?éj;i,j: 1:27 "'!k)

which, subject to conditions (a), (b) and (c), will maximize the probability of
making the correct decision when one of the pairs has slipped. We shall prove
that the optimum solution is the following: if

n(& — &)

— > @y
[k — D]~ ¢

(1) T = imin, T; = x—max, a:nd

select D,-j s if

n(a’:,- — fz) <q
[((nk — 1)sg]* = 7

select Dy, where ¢, is a constant whose value is determined by restriction
(a), and (nk — 1)s§ = Dty O 7=1 (zij — £)°. This statistic has been suggested,
on intuitive grounds, by Tukey [8]. Roy and Bose [6] have shown that the
statistic can be derived by the union-intersection principle of test construction.
Tables of the distribution of ¢ for different values of «, n, and &k are available

(1], 3], [4D).

3. Derivation of the optimum procedure. Since (&, &, ---, &, s?) con-
stitute a set of sufficient statistics for the unknown parameters (uz, po, -+,
ur , o) there is no loss in considering only procedures which depend on this set
of statistics. Making use of this in connection with restriction (b) it is easy to
see that any allowable decision procedure will depend only on the £ — 1 statis-
tics (Q_J,' - :ik)/s, (’L = 1, 2, e, k— 1) Let w; = (5),’ - :Ek)/s, (’L = 1, 2, ey,
k— 1) andlet\; = (us — w)/o, (2 = 1,2, --- , k — 1). The joint distribution
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of the set (w1, wz, -, wx_1) depends only on the parameters (A1, Ag, «+,
Me—1). Let Dy be the decision that \; = A; = +--= M_; = 0 and let D, be the
decision that M=N= =N = Nigg =+ = )\j_.l = >\j+1 = o0 = N
=0, i= —A/o and N\; = Ao, (G # 554, j =1, 2 -, k— 1),
while Dy denotes the decision that A = A\ = -+ = Ay = Ay =
oo =Ma=— Ao, \i= —2A/q, i=1,2,---, k—1) and D,; denotes the
decision that }\1 = )\2 = e = )\,'_1 = )\-;+1 = e = )\k——l = A/o’, )\; = 2A/o’
(¢=1,2---, k— 1). Since any allowable decision procedure for selecting
one of the set (Do, Ds;) (¢ # 754,75 = 1,2, -+, k) must be a function only of
(wr, we, -+, wey), it can be transformed into a procedure for selecting one of

the set (Dw, Dyj), (i # j, 4,5 =1, 2, --+, k) by making D;; correspond to
Dij, (5,7 =0,1,2, -+ k;i Jjif 7,7 > 0), i.e. whenever the original decision
procedure selects D;;, the transformed decision procedure is to select D;; .
Because of restriction (a), the probability that any transformed allowable de-
cision procedure will select Do when A = Ae = --+ = N = 0 will be equal to
1 — @, in addition the probability that any allowable decision procedure will
select D;; when the pair (u;, u;) has slipped is equal to the probability that the
transformed procedure select D;; when D,; is the correct decision, and this last
probability must be the same for each (7, 7) because of restriction (c).

The proof that (1) is the optimum solution consists mainly in showing that
for any A and o there exist a set of nonzero a priori probabilities gw , g:7, (¢ # ;
7,7 = 1,2, .-+, k) which are functions of A and ¢ so that when (1) is trans-
formed in the manner indicated above into a decision procedure for selecting
one of (Dw, Dij), (i # j; 4,5 = 1,2, -+, k), it will maximize the probability
of making the correct decision among the set (Do, Di;), (1 % j; ¢, 7 = 1, 2,
-+, k) when g;; is the probability that D;; is the correct decision (7, j = 0, 1,
2, -,k i£gif 4,7 > 0).

Assuming this has been demonstrated, it follows easily that (1) must be the
optimum solution. For suppose there existed an allowable decision procedure
D*, which for some A and ¢ had a greater probability than (1) of making the
correct decision when some pair had slipped. Then D*, which must only be a
function of (wy, we, - -+, wi—) when transformed in the indicated manner into
a decision procedure for selecting one of (Dw, Ds;), (0 # j,4,7 = 1,2, --- , k)
will have greater probability than (1) of making the correct decision among
(Dw , Dij), (s # ;4,5 = 1,2, -+ , k) with respect to any set of nonzero a priori
probabilities, which would be a contradiction.

To show that the required a priori distribution exists, first let u; = (%; — %) /o,
(z=1,2,---, k — 1) so that w; = ua/s.

The joint probability density function f(wy, we, «--, wk—) of wy, we, -+,
wi—; is easily found to be given by

flwy,we,y o wemr) = C fo % exp
2 . .
— Q [n'ﬁ + 4 Z (Wit - )\i)2 + B Z (’wit — )\i)(wjt - ]):' dt,
=1 -~

=
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where n’ = k(n — 1), 4 = n(k — 1/k), B = —n/k, and C is a constant whose
precise value is not needed. )

Letfif =f(w17 Wyt wk—llDiJ')7 (7".7 = 07 1: 2, ) k;i ;éjif_z:j >0)
be the joint probability density function of wy, ws, « -+, we When D;; is the
correct decision. The decision procedure which will maximize the probability
of making the correct decision among the set (Do , Ds;), (@ # j54,5 = 1,2, -+ -,
k) when the a priori probability distribution is (pe, P12, *** , Pe—1), i.e. the
Bayes solution with respect to (Do, P12, * ** , Pe—w), is known [9] to be given
by the rule: for each 7, j (5,7 =0, 1,2, -+, k; ¢ 5 j if 3, j > 0) select D;; for
all points in the w space where pi;fi;; = max (pwfo, Pufi, **, Pe-wfe-x).
For the problem at hand, this is the unique Bayes solution except possibly for a
set of measure zero according to all f;; . Using (2) it is easy to calculate for each
1, j the region where D;j is selected for the special a priori distribution pe =
1 —Fk(k— Dp,pr2 =+ = Dp—1x = D.

It can be easily checked that the Bayes solution is the following procedure:
Select Dy;(z,7 = 1, 2, k= 1,77 if

(wj — wy) > (wjr — wir)

(' =1,2,---,k— 1,7’ %5’ and ¢#74,j#j simultaneously)

(3) (w; — w)(A — B)
(w; — w;) > |we| and 2 = = > q;
1/n’+AZw3+B ler'ws
r=al r#gm=

Select Dy (1 = 1,2, -+, k — 1) if
—w; > (wf’ - wi')(i,;jl = 1:27 vk — 17 7 ;é]’)

—wid —
4) and il B i > q;
/‘/n +A21'wr+B > wew,
re rg=l

Select Dys (7 = 1,2, -+ , k — 1) if
w; > (wp —wi)(@,j = 1,2,--+,k — 1,4 =)
(5) wi(A — B)

and = > q;
1/n+AZw,+B L W, W,

r#e=1

and select Dy otherwise.
Define the function F(p) by the equation

) 2
i = [ e ()
0 2

{P exp <—3A2> exp <Aiqa> —[1 — Kk — I)P]} dy,

where ¢, is the constant used in (1).

(6)




806 W. J. DIXON

It is obvious that F(p) is a continuous function of p with F(0) < 0 and
F(1/k(k — 1)) > 0. Hence there exists a p* with 0 < p* < 1/k(k — 1) which
is a function of A/¢ so that F(p*) = 0. Once the Bayes solution relative to
[1 — k(& — 1)p, p, -+, p] has been worked out, it is obvious that to get the
Bayes solution relative to [1 — k(k — 1)p* p* ---, p*] it is only necessary to
replace ¢ by ¢.. If we now substitute w; = (& — #)/s and replace A and B
by their values, we find after some simplifications that the Baye’s solution rela-
tive to [1 — k(k — 1)p* p* ---, p*] reduces to (1) when D;; is made to cor-
respond to D;;, (4,5 = 0,1,2, --- , k; 4 = jif 4,5 > 0). Since (1) is an allow-
able procedure, this proves that it is an optimum one.
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ESTIMATES OF THE MEAN AND STANDARD DEVIATION OF
A NORMAL POPULATION!

By W. J. Dxon
University of California, Los Angeles

0. Summary. Several simple estimates of the mean and standard deviation
of a normal population are discussed. The efficiencies of these estimates are
compared to the sample mean and sample standard deviation and to the best
linear unbiased estimates. Little efficiency is lost when simple rather than opti-
mum weights are used.
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