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ior of the F-test in high dimensions, we establish the oracle property of the
thresholding least-squares estimator when p = o(n). We propose two auto-
matic selection procedures for the thresholding parameter using Scheffé and
Bonferroni methods. We show that, under additional regularity conditions,
the results continue to hold even if p = exp(o(n)). Lastly, we show that,
if properly centered, the residual-bootstrap estimator of the distribution of
thresholding least-squares estimator is consistent, while a naive bootstrap
estimator is inconsistent. In an intensive simulation study, we assess the
finite sample properties of the proposed methods for various sample sizes
and model parameters. The analysis of a real world data set illustrates an
application of the methods in practice.
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1. Introduction

There is a wide interest in developing statistical and computational methods
and theory for high-dimensional regression models when the number of param-
eters, p, tends to infinity with the sample size, n. In this paper, we propose
a thresholding least-squares estimator (TLSE) for high-dimensional linear re-
gression models as a computationally efficient alternative to penalized least-
squares. Thresholding inferential methods have been widely used in wavelet
nonparametric regression (Donoho and Johnstone, 1994), wavelet nonparamet-
ric density estimation (Donoho et al., 1996), and estimation of sparse covariance
matrices (Bickel and Levina, 2008; El Karoui, 2008). However, to the best of
our knowledge, there is no systematic analysis of thresholding least-squares for
high-dimensional linear regression models. The main purpose of this paper is to
fill in this gap in the literature.

One of the most popular penalized least-squares estimators for linear regres-
sion models is the least absolute shrinkage and selection operator (LASSO)
(Tibshirani, 1996) which combines the favorable properties of model selection
and ridge regression. Other penalized least-squares estimators are the Bridge
estimators (Frank and Friedman, 1993), which include the LASSO as a special
case. The asymptotic behavior of Bridge estimators were analyzed by Knight
and Fu (2000). The smoothly clipped absolute deviation (SCAD) estimator was
proposed by Fan and Li (2001) who also established that the SCAD estima-
tor satisfies the oracle property. An estimator has the oracle property if it is
variable selection consistent and the limiting distribution of its subvector corre-
sponding to the non-zero coefficients is the same as if their set were known prior
to estimation. Motivated by the fact that the LASSO does not have the oracle
property, Zou (2006) proposed the adaptive LASSO (ALASSO) and proved its
oracle property. All these methods and theoretical results have been developed
under the assumption that p is fixed.

The literature on high-dimensional regression inference dates back to Huber
(1973) who showed the asymptotic normality of M-estimators when p = o(n'/?),
results which were further extended by Portnoy (1984, 1985) for the case when
plog(n) = o(n?/3). Asymptotic theory for M-estimators was also developed by
Mammen (1989) for the case when hn'/3(log(n))?/? — 0, where h is the maxi-
mum diagonal element of the hat matrix. The consistency of Lo-boosting, which
is similar to the forward stagewise least-squares variable selection method, was
proven by Bithlmann (2006) when p = o(exp(n)). Asymptotic error rates and
power for some multi-stage regression methods were developed by Wasserman
and Roeder (2009) for p = o(exp(n)). More recently, van de Geer, Bithlmann and
Zhou (2011) compared the ALASSO with the thresholded LASSO in potentially
misspecified regression models when p > n in terms of prediction error, mean
absolute error, mean squared error, and the number of false positive selections.
The oracle property of the ALASSO and the Bridge estimators were established
by Huang, Ma and Zhang (2008) and Huang, Horowitz and Ma (2008) when
p = o(n). Using a (marginal) componentwise estimator as an initial screening of
relevant variables, they showed that, under additional regularity conditions, the
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results continue to hold even if p = exp(o(n)). The sure-independence screening
methodology for ultra-high dimensional feature space was introduced by Fan
and Lv (2008). More recently, Wang and Leng (2016) proposed an alternative
screening procedure with improved statistical properties and similar computa-
tional complexity.

Bootstrap methods (Efron, 1979; Freedman, 1981) are popular computational
intensive alternatives to the asymptotic inference which often improve accuracy
of inference on small samples (Hall, 1992). The consistency of the residual-
bootstrap distribution of the least-squares estimator (LSE) was proved by Bickel
and Freedman (1983) when p = o(n). The consistency of residual-bootstrap dis-
tributions of M-estimators in general and of the LSE in particular were proved
by Mammen (1989, 1993). A parametric bootstrap in conjunction with thresh-
olding inference for a high-dimensional mean with unknown covariance matrix
was used by van der Laan and Bryan (2001). More recently, Chatterjee and
Lahiri (2011) showed that the residual-bootstrap distribution of the LASSO is
inconsistent when the model is sparse, i.e., when some regression coefficients
are equal to zero, and that centering the bootstrap distribution at a consis-
tent variable selection estimator provides consistent bootstrap inference. The
consistency of the residual-bootstrap distribution of the ALASSO and the or-
acle property of the residual empirical process for high-dimensional regression
models was proved by Chatterjee and Lahiri (2013) and Chatterjee, Gupta and
Lahiri (2015).

In this paper, we propose a two-step thresholding least-squares method of
inference for high-dimensional regression models. We first show the oracle prop-
erty of the TLSE when p = o(n) based on an extension of the asymptotic
distribution of the F-test for high-dimensional regression models. Similarly to
Huang, Ma and Zhang (2008), Huang, Horowitz and Ma (2008), and Fan and
Lv (2008), we then show that using a componentwise least-squares estimator
as an initial dimension reduction estimator, the resulting TLSE has the ora-
cle property even when p = exp(o(n)). Our theoretical results require that the
number of non-zero coefficients, ¢, be of order ¢ = o(n); this constitutes an
advantage of the TLSE compared to multi-stage regression models (Wasserman
and Roeder, 2009) which require ¢ = O(1), and the ALASSO and the Bridge
estimators (Huang, Ma and Zhang, 2008; Huang, Horowitz and Ma, 2008) which
essentially require ¢ = o(nl/ 2). We propose two automatic selection procedures
for the thresholding parameter which ensure the oracle property of the TLSE
using Scheffé and Bonferroni methods adapted for high-dimensional models. We
further show that, when properly centered, the residual-bootstrap distribution
of the TLSE is consistent, and when the regression model is sparse, then a naive
bootstrap distribution of the TLSE, as a random element in the space of prob-
ability distributions on a finite dimensional space, converges in distribution to
a random normal distribution, and thus, it is inconsistent.

We conclude this section with an outline. In Section 2, we present the large
sample properties of the TLSE for both cases: (i) p < n and (ii) p > n, and
present the automatic thresholding parameter selection methods. In Section 3,
we study the asymptotic behavior of the bootstrap distribution of TLSE. In
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Section 4, we present the results of an empirical study of the finite sample
properties of the proposed methods and in Section 5, we analyze a real-world
data set to illustrate an application of the methods in practice. The proofs of
theoretical results can be found in an Appendix.

2. Thresholding least-squares

Consider the linear regression model:
Y,=X'B+e, i=1,...,n, (2.1)

where Y; € R is the response and X; = (Xi1,...,X;p)7 € RP is the (non-
random) explanatory variable corresponding to the ith subject, 5 € RP is the
(unknown) regression parameter vector, and ¢; € R is the (unobserved) error,
with €1,...,€, ~ ii.d. P, P is a distribution on R, with E(e) = 0, var(e) = o2,
and € ~ P. For identifiability reasons, we assume throughout the paper that ¢,
the number of the non-zero components of 3, is smaller than the sample size,
i.e., ¢ < n. We are interested in statistical inference for § in the case when
its dimension, p, increases with the sample size, n, and § is sparse, i.e., when
some of its components are zero. For notational convenience, we suppress the
dependence on n of p, g, X;, and Y;.

Without loss of generality, by centering the response and standardizing the
covariates, we assume that the intercept term has been removed from the set of
predictors. Thus, Y =0, X =0, and S = 1, where

Y:nflei, X(j):nflinj, S(j):nflzij, j=1...,p.
=1 =1 i=1

Let I = {1,...,p}. For b = (by,...,b,)T € R, let K;, = {j € I : b; = 0},
Jy={j€1:b;#0}, qs = card(J) for J C I and card(J) denotes the number
of elements of J, @1 = {b € R? : K, # &}, and O3 = RP \ ©1, where & is the
empty set. The regression model (2.1) is called sparse if 8 € ©1, i.e., when some
of the regression coeflicients are 0.

2.1. Casep<n

In this section, we consider the case when p < n. Let § be the least-squares
estimator (LSE) of 3, i.e.,

B=X"X)'XTY =n'QNY XY =D oY,
=1 =1

where X = (X;;) € R™P? is the design matrix, Y = (Y3,...,Y,)T € R" is the
response vector, ¢; = (X7 X)~'X; € RP, and

Q=n"'XTX=n""! ZXiXiT € RPXP

i=1



2128 M. Giurcanu

Let 52 be the (unbiased) LSE of o2 given by

n

Let p; and ps denote the minimum and the maximum eigenvalues of €2, re-
spectively, and let ||a|| denote the Euclidean norm of a € RP. We assume the
following regularity conditions:

A1 E(e) = 0, var(e) = 02, and E(e*) < oo, where € ~ P;

A2 p1 >0, max;<;<n || Xi||?= O(p), and p/(np1) = o(1).
Note that since tr(Q2) = p, where tr(£2) denotes the trace of €2, then p; < 1. By
condition A.2, it thus follows that p = o(n). Lemma 2.1 shows the consistency
of B and &2, that the rate of convergence of a” (3 — 3) depends on p; (which
is allowed to tend to 0 but at a slower rate than p/n), and that the rate of
convergence of G2 to o2 is n~1/2, exactly the same as in the case of fixed p.

Lemma 2.1. Suppose that conditions A.1-A.2 hold and let a € RP with ||la||= 1.
Then (i) a” (5 — 8) = Op((p1n)~/2); and (ii) 6 = o + Op(n~"/2).

Let % denote convergence in distribution. Lemma 2.2 shows that a” 3 is
asymptotically normal for all a € RP, with ||a||= 1.
Lemma 2.2. Suppose that conditions A.1-A.2 hold and let a € RP with ||a||= 1.
Then 5= /24T (B — j) LN N(0,1), where 5 =n"152aTQ 1a.
For J C I, let B, =(B;:j€ )T €RY, X, = (X;;:1<i<mjelJ)e
R"*497 Qi = n_lX}"XK € R%7%9x and let
EKK:QKKfﬁKJQ;}QJKGRqKXqK (22)

be the Schur complement of the block matrix 77, where K = I'\ J. An imme-
diate consequence of Lemma 2.2 is that for every fixed K C Kz (i.e., K does
not depend on n), we have

nl/Qa_lzif/IQ((BK - ﬁK) i> N(Ovqu) ’

where I, is the identity matrix in RI%*9%  Note that the F-test statistic for
testing the null hypothesis Hy : Kg = K against H, : Kg # K, where K C [ is
fixed, is given by

A Y
qK0

By Lemma 2.2, it follows that under Hy : K3 = K, then

~ d
ax F(K) = X2, ,

where x§ . 18 the chi-squared distribution with gx degrees of freedom. Lemma 2.3
shows the limiting null distribution of the scaled and centered F-test statistic
when the cardinality of K increases with n (and thus, ¢k increases with n).
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Lemma 2.3. Suppose conditions A.1-A.2 hold and np? — oo. Then, under
Hy:Kg=K,

ax F(K) — qx 4

————— — N(0,1). 2.3

(2(]1{)1/2 ( i ) ( )

Let K be a thresholding estimator of the index set of the zero components
of 8, K, given by:
K =1{jel:|Bj| <ndj},
where 3 = (3; : j € I)T € RP, v is the thresholding parameter, 7, =n_1/26w;j/2,
and Q! = (w;;) € RP*P. We assume that v satisfies the following conditions:

p1p3 Y — a4k,
1/2
qKB

— 00 (2.4a)

and

B 112 ?
pip3t (n'/%0 1p1/ minje |65 =) —q
g\

— 00. (2.4b)

To get an intuition about conditions (2.4a) and (2.4b), suppose for the moment
that liminf, p; > 0, liminf, p;* > 0, liminf, min;e 5,|B;] > 0, and qx, ~ n7,
where 0 < 7 < 1; here and elsewhere, we use the standard notation that a,, ~ b,
if and only if a,, = O(b,,) and b,, = O(a,,). In this case, we can choose v ~ n™/2,
where 7 < 75 < 1. Our default choice for 7 is v = (plog(p))'/2, and as long as
p = o(n/log(n)), then conditions (2.4a) and (2.4b) hold. In Section 2.2, we will
take up this problem in more detail and present two automatic thresholding
parameter selection procedures.
The TLSE of § is defined as follows:

3 = argmin { (Y — Xb)T(Y — Xb) : by =0}.
beRp

Note that BK =0 and Bj = (X;Xj)_lX}FY, where J = I'\ K. Let further

n
2 1

0t = > (i - X[B)’

[ER ¥

be the TLSE of 2. Similarly to Lemma 2.1, it readily follows that 62 = o2 +
Op(n_l/ 2). Theorem 2.1 shows that B has the oracle property, and thus, the
TLSE has similar asymptotic properties as the LASSO-type estimators that
have the oracle property.

Theorem 2.1. Suppose that conditions A.1-A.2, (2.4a) and (2.4b) hold, and
that np? — co. Then 3 has the oracle property, i.e., (i) Pr(K = Kg) = 1; and

(ii) § /24T (B—B) % N(0,1), where a € RP, |ja||=1, and § = n’l&Qa?JjQ}%aj,
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Note that the regularity conditions of Theorem 2.1 are less restrictive than
those imposed for Bridge estimators by Huang, Horowitz and Ma (2008). To this
end, assume that liminf, p; > 0, liminf, pgl > 0, and liminf,, minje 5, (5;] >
0. Then, by condition (A3)(b) of Huang, Horowitz and Ma (2008), we obtain
A(p/n)/?p~! — oo, where ) is the regularization parameter and v € (0,1) is the
power of the penalty component of the Bridge estimator. Hence A/p — oco. By
their condition (A2)(b), then Ag/n — 0. However, this is a restrictive condition,
since, for example, if p ~ n/log(n), then ¢ = o(log(n)); however, in this case,
our regularity conditions require only that p = o(n/log(n)). See the paragraph
above for more details. Moreover, if the covariates are uniformly bounded, then
condition (A5)(b) holds only if ¢ = o(n'/?) while our corresponding regularity
condition max;<;<,||X;||*= O(p) holds without additional restrictions.

By Lemma 2.2 and Theorem 2.1, when 8 € ©5, the asymptotic distributions
of aT(3—p) and aT(B—ﬁ) are the same for all @ € RP, with |la||= 1. Corollary 2.1
is a direct consequence of Theorem 2.1 and shows that B is more efficient than
[ in the sense that the asymptotic variance of aT(B — /) is smaller than or equal
to the asymptotic variance of a”' (5 — 3).

Corollary 2.1. Suppose conditions A.1-A.2, (2.4a) and (2.4b) hold, and that
np? — co. Then B is asymptotically at least as efficient as B.

2.2. Thresholding parameter selection

Theoretically, any sequence v satisfying (2.4a) and (2.4b) will ensure the oracle
property of ,5’ . In this section, we describe two automatic selection procedures
for v with good numerical and statistical properties. These procedures are based
on extensions of Scheffé and Bonferroni methods adapted for high dimensional
regression models.

Method I The first method is based on Scheffé procedure (see, e.g., Khuri,
2010, Section 6.6.1.1). We assume that conditions of Lemma 2.3 hold. Hence,

n(B— BB - p)/a> —
=BG~ 4,

Let o« > 0 be a sequence of nominal levels such that @ = o(1) and log(a) =
o(n'/?/p'/*). Using an approximation of the upper tail probabilities of N (0,1)
(see, e.g., Zelen and Severo, 1972, Example 26.2.12, p. 932), then £, — oo and
£ = o(n/p'/?), where &, is the upper a-quantile of N(0,1). Since &, — oo,
then

Pr(n(5 - B)TQ(B - B) < po° + (2p)/20%€. ) = 1.

Let ¢ = QY2(3 — B) and ¢ = p&?/n + (2p)*/?6%€, /n. Tt is known that (see,
e.g., Khuri, 2010, Lemma 6.1),

("¢<? = p7¢ < c(d™b)/? for all b€ RP.
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Hence,

Pr(|bT91/2(B — B)| < (bTb)2 (pa? /n+(2p)/? 520 /1) Y2 for all b e R”) —1.

Letting | = Q/2b and substituting b = Q~/2[ for b in the expression above, we
obtain

Pr(|lT(B — B)| < (TQ )2 (p6? [n + (2p)/?62%E0 /n)"* for all | € RP) =1

Let

Ks={jel:13] <wll?(p5”/n+ (2p)"/?5%¢0/n) ' *}.

Let B(KS) be the TLSE of 8 corresponding to the Scheffé dimension reduction
set Ks. Since §a — 00, then Pr(KB C Kg) — 1 and since & = o(n/p'/?),

then Pr(Jg N KS) — 0. Hence, Pr(KS = Kjg) — 1. Similarly to the proof of
Theorem 2.1, then 3(Kg) has the oracle property.

Method IT The second method is based on Bonferroni procedure (see, e.g.,
Khuri, 2010, Section 7.5.3) for normal models, i.e., under the additional assump-
tion that € ~ N(0,0?%). Let

Kp={j €18l <5jjtn_pasp}

where t,,, is the upper a-quantile of the t-distribution with p degrees of freedom,

a = o(1), and log(a) = 0((n1/2p}/2 min;e g, |B;])*/?). Using the same normal tail
_ 1/2 1/2 . )

n—pia/p = o(n Py MiNje g ‘5J|)

approximation as above, t — oo and t

Thus

n—p;a/p

lim inf Pr(Kg - KB) = hmlnf Pr(ﬂjeKﬁ{|5]| < Gjjtn— p7a/p})

n—oo
>1—limsupa=1.

n

Similarly to (A.17), by Lemma 2.3, we obtain

lim sup Pr (mln @ < tnp;a/p>

n Jj€Js Ojj
1B; — Bjl 1 1/2
< lim sup Pr( max ——= > pl/25-1 min |3;| — t,,_,. =0
- p (JEJg 6'jj = P1 jEJg‘6]| n—p;a/p

Therefore, Pr(KB = Kg) — 1. Let B(kB) be the TLSE corresponding to the

Bonferroni dimension reduction set Kp. Similarly to the proof of Theorem 2.1,
then 3(Kg) has the oracle property. In our simulation study and data analysis,
we have taken o = 1/(2log(n)), and thus, for sample sizes 100 < n < 1000, we
have 0.07 < a < 0.10.
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2.3. Casep>mn

In this section, we consider the case when p > n and ¢ < n, where recall that
q = qj, is the number of non-zero components of 3 € RP. We will show that
in this case, we can make oracle inference about 3 in two steps using a similar
initial variable screening method as Huang, Horowitz and Ma (2008), Huang, Ma
and Zhang (2008), and Fan and Lv (2008). First, we select an index set Jo C T,
with card(jo) < n, with the property that it contains the indices i € I for
which the absolute values of the t-statistics of the (marginal) componentwise
least-squares estimator (CLSE) of 8 are larger than an appropriately chosen
threshold value. In the second step, we perform the thresholding least-squares
inference presented in Sections 2.1-2.2 using only the covariates from the index
set Jo. We will show that, under additional regularity conditions, the resulting
TLSE has the oracle property even when p increases almost exponentially with
respect to n.

Since the columns of the design matrix X € R™*P are standardized and
the response vector Y € R" is centered at 0, then the CLSE of g is given by
B = (BJ :j € )T € RP, where

3 Ztl XijYi -1 - :
By =20 =0t Y XY, jel.
ZiZl XZ] i=1

Let T = {%; : j € I} be the set of the absolute values of the t-statistics corre-
sponding to 3, i.e.,

n

_ 1 ~ .
5__ja where ?:m;(yi_X”ﬁj)’ jel.

Let 9(;) denote the jth order statistic of I, j € I. Then Jy is defined as the
index set corresponding to the largest m absolute values of the t-statistics cor-
responding to the CLSE of 3, where ¢ < m and m = o(n) is a pre-specified
value corresponding to the hypothesized maximum number of non-zero regres-
sion coefficients. Thus,

j():{jGI:’NYj>’§/(p_m)}.

The TLSE is defined in the same way as in Section 2.1 for the response vector
Y and design matrix X ; . With a slight abuse of notation, let p; and ps denote
the minimum and the maximum eigenvalues of 1 ; € R™*™.

We assume the following regularity conditions.

B.1 E(e) = 0, E(e?) = 02, where ¢ ~ P, and P has sub-Gaussian tails, that is,
there exists constants cg, Cy > 0 such that

Pr(|e| > x) < Cy exp(—con) forall z > 0;

B2 p = ¢ texp(o(n)), ¢ < m, m = o(n), pp > 0, m/(np1) = o(1), and
maXlgz‘SnHXi,jO”Q: o(m), where X gy = (Xij:j€ o)t eR™;
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B.3 (i) The maximum correlation between the covariates in Jz and Kg is of
order o(q7 1), i.e.,

=o(g");

n
max n_l‘g XZ]X’Lk)
jeJﬁ,k‘EKB —

i=

(ii) There exists a constant ¢2 > 0 such that

liminf min|{;| > ¢z,
n o jeJp

where ¢; = E(f;) =n~' Y0 XTBX,;
(iii) There exists a constant Cs > 0 such that

lim sup max|3;| < Cs.
n J€Jp

Theorem 2.2 shows that, under additional regularity conditions, the TLSE
has the oracle property even if p grows almost exponentially with n.

Theorem 2.2. Assume that conditions B.1-B.3, (2.4a) and (2.4b) hold, and
that np? — oo. Then (i) Pr(Js C Jo) — 1; and (i) 5~ /2aT (3 — B) <, N(0,1),
where a € RP, |la]|=1, and § = n_102a593}aj.

The regularity conditions of Theorem 2.2 are similar to those imposed for
the Bridge estimators by Huang, Horowitz and Ma (2008). However, we can
highlight an important difference. Specifically, the partial orthogonality condi-
tion (B2)(a) of Huang, Horowitz and Ma (2008) requires the correlation co-
efficients between the covariates corresponding to the zero and the non-zero
coefficients be of order O(n~1/2), while our corresponding condition B.3(i) re-
quires to be only of order o(¢~!). Under their condition (B3)(a), ¢ = o(n'/?),
and thus, our condition is less restrictive. Note that van de Geer, Biihlmann
and Zhou (2011) developed regularity conditions for an analytical comparison
between ALASSO and LASSO with thresholding in terms of prediction error,
mean absolute error, mean squared error, and the number of false positive selec-
tions. Since van de Geer, Bithlmann and Zhou (2011) did not prove the oracle
property of the ALASSO and the LASSO with thresholding, we cannot compare
our regularity conditions with theirs.

We can relax the condition of sub-Gaussian tails of the errors in condition B.1
on the expense of a slower growth of p. Specifically, assuming only finite fourth
order moments of € given by condition A.1, by Markov’s inequality, we obtain

n
Pr (n71 ’Z Xijei
=1

Analysis of the proof of Theorem 3.1 shows that part (i) and (ii) of the theorem
hold provided that pg = o(n?). Note further that we can also provide more
primitive conditions for B.3(ii). Specifically, we could request instead that

> 02) =0(n?).

=o(g ).

n

liminf min|3;| > c2 and  max n_l‘ X Xijr

, _m E
n jEJﬁ J#7 EJB im1
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To this end, note that for j € Jg, we have

n n
6= ’"_1 ZXiJ‘XiTﬁ‘ - ‘”_1 > D XiXiyh
=1

i=1j'€Jg

i

n
>y — q{max|ﬁ-|} max n_l‘ E X X0
icds T itiers T 1T

and thus, B.3(ii) holds.

In practice, we can set m = |n/log(n)|, where |n/log(n)] is the integer
part of n/log(n). However, we can also select m via a k-fold cross-validation
procedure. Specifically, for ¢ = 1,...,k, let T; and V; denote the index sets
corresponding to the ith training and validation data sets, respectively, where
T;, Vi C I, with card(V;) = ng and T; = I\ V;. Let L C {1,...,n} be a search
grid for m. For [ € L, let 9;(I) denote the cross-validation estimate of the mean
squared prediction error of the submodel corresponding to m = [ using the ith
validation set, i.e.,

w() =gt SO (v -V,

JEV;

where YJTI is the predicted value of Y; using the training data set 7; and the
design matrix X7, 5, = (X :t € Ti,j € i) and Jy = {j € I : 75 > Jp-i)}-
Let o(1) = k! Ele 0;(1), and set m = 1, where 1 = argmin,c; 0(l). In the
simulation study and data analysis, we search [ on a grid L of 20 equally spaced

values on the log-scale (so that the grid is finer for smaller values of [), and we
use k = 20.

3. Bootstrap inference

Let B be the bootstrap version of 5 in the context of thresholding least-squares
inference. Let & = Y; — X7 be the ith (raw) residual; since X = 0 and ¥ = 0,
then 2?21 €¢; = 0, and thus, the residuals are inherently “centered” at zero.
Let By, = {é1,...,én} be the sample of residuals and let P = n~! S O
denote its empirical distribution, where d,, denotes the unit mass at € R. The
residual-bootstrap method (Freedman, 1981) is performed by first sampling,
with replacement, the residuals which are then added to the fitted values to
obtain a bootstrap sample. Specifically, given Ei.,, let Ef, = {&5,... &} be
a conditionally i.i.d. sample from P, i.e., E{:n is a with replacement random
sample of size n from Er. Then, foreachi=1,...,n,let Y* = XZTB + €7, and
let Y* = (Y*,...,Y*)T € R"™. The bootstrap version of /3 is

B* = argmin {(Y* —XbT(Y* - Xb): bp = O} .
beRP
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Similarly to its sample version, the bootstrap version of B has a closed form
solution given by 7 = 0 and % = (X7X;)7'X;Y*. Let

n

1 A
A%k * T 2 Ak —1~x2 T—1
& :nqu E (Y7 =X B)" and §"=n""6"a;Qa;
i=1

be the bootstrap versions of 42 and 3, respectively.

The bootstrap estimator of £ (371/2aT(3— 3)) is the conditional distribution
given Y of 8~1/2¢T(3* — (), which we denote as .2 (5*~ /247 (5* — B)|Y). An-
other option is to use 5 as a centering value, and in this case, f(é**lmaT(B* —
B)|[Y) is the “naive” bootstrap distribution estimator of Z(57Y2aZ (3 — 3)).
Since it is determined by Y, the bootstrap distribution £ (3*~1/2a% (3* — B)|Y)
is a random element in &2, the space of distributions on R. We equip &2 with
the Prohorov metric, which metrizes the weak convergence, and with the corre-
sponding Borel sigma-field generated by the topology of weak convergence (see,
e.g., Dudley, 2002, p. 393-399). Theorem 3.1 shows that, under the regularity
conditions of Theorem 2.1, the bootstrap distribution .2 (8*~1/24T (3* — B)|Y) is
consistent, and if § € O, the “naive” version .2 (5*~ /24T (3* — 3)|Y) converges
in distribution to a random distribution, and thus is inconsistent. This result is
obtained for the case when p < n. Careful analysis of the proof of Theorem 3.1
shows that a similar result continue to hold also in the case when p > n under
the regularity conditions of Theorem 2.2.

Theorem 3.1. Suppose that conditions A.1-A.2, (2.4a) and (2.4b) hold, and
that np? — oo. Then (i) L(5*~ /2T (3*—B)|Y) Lr, N(0,1) for B € ©. Suppose

further that limsup,, p7 ' pa < 0o; then (ii) L(5* /24T (6* — B)|Y) 4, N(Z,1)
for B € ©1, where Z ~ N(0,0’%) and 0721 is defined in the proof.

Another residual-bootstrap method is based on resampling the scaled resid-
uals 7;, where #; = r; — 7, r; = (1 — hy)"/2¢;, 7 = n= '3 r;, and hy =
XT(XTX)~1X; is the ith element of the “hat matrix” (Davison and Hinkley,
1997, p. 259). By the regularity conditions of Theorem 3.1, maxi<ij<p hi; =

O(p/(np1)) = o(1), and thus, n=+ > r? Lty 62, Careful analysis of the proof

i=1"1
of Theorem 3.1 shows that this version of residual-bootstrap is also consistent.

4. Empirical results
4.1. Simulation models

In this section, we present the results of a simulation study of the finite sample
behavior of the thresholding least-squares inference in sparse low and high-
dimensional regression models. We assess our results in terms of computational
and numerical efficiency of the ordinary least-squares, LASSO, and threshold-
ing least-squares inferential methods. The computations are done in the R
language and we use the glmnet package (Friedman, Hastie and Tibshirani,
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2010; El Ghaoui, Viallon and Rabbani, 2012) to compute the LASSO estima-
tor (with the regularization parameter selected via the 10-fold cross-validation
procedure implemented in the package). We have implemented the threshold-
ing least-squares methods in an R package, called TLSE, which is available
from the author upon request. Simulations were performed on the HiPerGa-
tor cluster hosted by the High Performance Computing Center at University of
Florida.

Our simulation models are similar to those considered by Huang, Horowitz
and Ma (2008) for the Bridge estimators and we assess the finite sample perfor-
mance of the methods in terms of (i) variable selection, (ii) prediction accuracy,
and (iil) estimation efficiency. The variable selection performance is measured
by the relative frequency of correct identification of the set of zero and non-zero
regression parameters. Specifically, for j € Kz, the relative frequency of correct

identification is p
B =571 103 =
s=1

where 35 = (Bf, e ,B;)T € RP? is the TLSE of S on the sth simulated sample,
s=1,...,5, and S is the total number of simulated samples. For j € Jg, the
relative frequency of correct identification is

S
Py =S I(B; #0).
s=1

The prediction performance is measured by the (empirical) root mean squared
prediction error, which is calculated as:

RMSPE = { lzn*IZ Y, }/2,

where Y;® is the ith response of the sth simulated sample, and YZ—S is the predicted
response for the 7th observation in the sth simulated sample using the parameter
estimates obtained on the sth independent simulated sample of size n from the
regression model. The estimation efficiency is measured by the empirical root
mean squared error (RMSE) of the parameter estimates, which is calculated
as:

RMSE(3;) = {5 1258 5) }1/2, i=1,...p,

and the root average mean squared error (RAMSE), which is calculated as:

S

RAMSE(j { —125 12 }1/2.

The samples are generated from the regression model (2.1), the design matrix
X € R™*P is generated once and then kept fixed across simulations, and the
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errors are generated from the normal distribution N(0,0?). We have compared
the runtime of TLSE and LASSO on a data set generated from the model 6,
with n = 20000, on a Intel i5 ultrabook, 3.6 GHz, 64 bit, 8GB RAM, running
under Ubuntu 14.04. The runtime for the LASSO (we used the cv.glmnet func-
tion implemented in the glmnet package) was 12.7 sec, for the LSE (we used the
lm function) was 6.2 sec, and for the TLSE was 6.6 sec. We anticipate a signifi-
cant runtime improvement of the TLSE compared to the LASSO for ultra-high
dimensional data sets.
We generated the samples from the following six regression models.

Model 1. We set p =30, 0 = 0.5, X; ~ii.d. N(0,%), ¥ = (0;;) € R3°*30 with
oi; =7l and r = 0.5, 8; = 0 for 1 < j < 15, 8; = 0.5 for 16 < j < 20,
Bj = 1.5 for 21 < j < 25, B; = 2.5 for 26 < j < 30.

Model 2. The same as Model 1 with » = 0.9.

Model 3. We set p = 30, g = 057 Xij ~ lldN(O, 1), 1< ] < 157 Xij =
Zi+1mij, Ziy ~iid. N(0,1), nij ~ 1.i.d. N(0,0.25), 16 < j < 20, X;; = Zin+14;,
Ziy ~ iid.N(0,1), n; ~ iid. N(0,0.25), 21 < j < 25, X;; = Zis + i),
Ziz ~1i.d. N(0,1), n;; ~ i.i.d. N(0,0.25), 26 < j < 30,i=1,...,n, 3; = 0 for
1<j<15and 8; = 1.5 for 16 < j < 30.

Model 4. We set p = 200, g = 05, Xi,1:185 ~ 11dN(O,Zl), with 21 =
(Ul,ij) € R185X185 and 01,i5 = T‘iijh r = 057 Xi,186:200 ~ lldN((),Eg), 22 =
(0'271']') € R15X15, 02,ij = ’I”liijl, r = 0.5, Xi,1:185 and Xi,186:200 are independent,
i=1,....n, 8; =0 for 1 <j <185, §; = 0.5 for 186 < j < 190, 8; = 1.5 for
191 < j < 195, and §; = 2.5 for 196 < j < 200.

Model 5. The same as Model 4 with » = 0.9.

Model 6. We set p = 5007 o = 057 Xi,16:500 ~ ii.d. N(O,I485), Xi,486:500 are
generated in the same way as in Model 5, X 1.485 and X 486500 are independent,
i=1,...,n,8; =0for 1 <j <485, and B; = 1.5 for 486 < 5 < 500.

4.2. Simulation results

In this section, we present the results of the simulation study. The number
of simulations is S = 5000 and the sample sizes are n = 100, 200, 400, 800.
Figures 1-2 show the empirical frequency of correct identification of the zero
and non-zero regression parameters for the LASSO and the TLSE, respectively.
Note that the empirical frequency of correct identification for models 3 and 6
is about 1 for all regression parameters and sample sizes for both the LASSO
and the TLSE. The empirical frequency of correct identification for model 1 is
about 1 for the TLSE for all parameters and sample sizes and smaller than 1
for the LASSO in the case of the zero regression parameters (with values of
about 0.8 for n = 400). For model 5, the empirical frequency of correct iden-
tification is about 1 for the zero regression parameters and all sample sizes
for both the LASSO and the TLSE; however, even though the empirical fre-
quency is below 1 for smaller coefficients and smaller sample sizes, the TLSE
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Correct Identification of LASSO
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Fic 1. Empirical frequency of correct identification of the zero and the non-zero regression
parameters for models 1-6 using the LASSO estimator. The number of simulations is S =
5000 and the sample sizes are n = 100, 200, 400, 800.

outperforms the LASSO for all cases. For models 2 and 4, we have mixed re-
sults. Specifically, for model 2, while the LASSO outperforms the TLSE for
smaller non-zero regression coefficients for n = 100, the TLSE outperforms
the LASSO for all other sample sizes for both the zero and non-zero parame-
ters. For model 4, while the LASSO outperforms the TLSE for small non-zero
parameters for n = 100, the TLSE has higher frequency of correct identifica-
tion for both the zero and non-zero regression parameters for all other sample
sizes.

Figures 3-5 show the root mean squared errors (RMSE) of the LSE, LASSO,
and TLSE, respectively. For models 4-6, the LSE is calculated using the first
m = |n/5] variables in the model. Note that for models 1 and 2, the RMSE
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Correct Identification of TLSE
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Fic 2. Empirical frequency of correct identification of the zero and the non-zero regression
parameters for models 1-6 using the TLSE. The number of simulations ts S = 5000 and the
sample sizes are n = 100, 200, 400, 800.

of LSE are larger for the zero regression parameters and smaller for the non-
zero regression parameters than of the LASSO and the TLSE; the RMSE of the
TLSE are generally smaller than of the LASSO for all parameters and sample
sizes, with one exception, for n = 100, where the RMSE of TLSE are larger than
of the LASSO for smaller regression parameters. For model 3, the RMSE of all
estimators are similar. The RMSE of the LASSO and the TLSE are significantly
smaller than of the LSE for all parameters and sample sizes for the models 4—6.
In these cases, the RMSE of LSE for some regression parameters are as high as 12
for model 5 due to the high dimension of the model and high correlation among
the variables. Note that, for these models the TLSE generally outperforms the
LASSO for all samples and regression parameters.
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Root Mean Squared Errors of LSE
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Fic 3. Empirical root mean squared errors of the LSE for models 1-6. The number of simu-
lations is S = 5000 and the sample sizes are n = 100,200,400, 800. For models 4—6, the LSE
is calculated using the first m = |n/5| variables in the models.

Tables 1-2 show the empirical root mean squared prediction errors (RMSPE)
and the empirical root average mean squared errors (RAMSE) of the LSE, the
LASSO, and the TLSE, respectively. Note that for models 1-2, the RMSPE of
the LSE and the TLSE are similar and significantly smaller than of the LASSO
for all sample sizes. For model 3, the RMSPE of the LASSO is smaller than of
the LSE and the TLSE. Generally, the RAMSE of all estimators are similar, with
smaller values for the LSE and the TLSE. The situation changes dramatically
for the high-dimensional models 4-6. Specifically, the RMSPE and RAMSE of
the LASSO and the TLSE are significantly smaller than of the LSE, and that
generally, the TLSE outperforms the LASSO (with one exception, for model 5
with n = 200). The results of the simulation study shows a slightly better per-
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Root Mean Squared Errors of LASSO
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Fic 4. Empirical root mean squared errors of LASSO for models 1-6. The number of simu-
lations is S = 5000 and the sample sizes are n. = 100, 200, 400, 800.

formance of the LSE and the TLSE over the LASSO in sparse low-dimensional
regression models, and a significant better performance of the LASSO and the
TLSE for high-dimensional regression models, with slightly better results for
the TLSE on smaller and moderate samples.

5. Data analysis

In this section, we use ordinary least-squares and thresholding least-squares
methods of inference to analyze a high-dimensional data set. The data set con-
sists of the data collected on intervention chemicals (chemicals given by a keto-
genic diet) and seizure load response (measured as the relative percent change
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Root Mean Squared Errors of TLSE
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Fia 5. Empirical root mean squared errors of the TLSE for models 1-6. The number of
stmulations is S = 5000 and the sample sizes are n = 100, 200, 400, 800.

in seizure day from the baseline seizure day over a two-week period) for a group
of 55 children suffering from epilepsy. After removing incomplete cases as well
as explanatory variables with no variation, the pre-processed data set has 6830
observations and 116 explanatory variables. Since the correlation matrix of ex-
planatory variables is nearly singular, with more than 25 eigenvalues smaller
than 0.001, we fist perform a hierarchical cluster algorithm to identify groups
of highly correlated variables. The (distance) dissimilarity between variables is
calculated as 1 minus the absolute value of the correlation coefficient of the
variables and we use a group average agglomerative clustering algorithm (see,
e.g., Hastie, Tibshirani and Friedman, 2008, Section 14.3.12). The dendrogram
is cut at the height of h = 0.30; this choice implies that the average dissimi-
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TABLE 1
Empirical root mean squared prediction errors of the LSE, the LASSO, and the TLSE for
regression models 1-6. The number of simulations is S = 5000 and the samples sizes are
n = 100, 200, 400, 800. For models 4—6, the LSE is calculated using the first m = |n/5]
covariates in the models.

Estimate n Mod1l Mod2 Mod3 Mod4 Mod5 Mod?©6
LSE 100 0.73 1.45 1.54 10.72 19.99 19.75
LASSO 100 1.05 2.53 0.92 1.25 2.05 1.8
TLSE 100 0.69 1.5 1.52 1.23 0.9 0.86
LSE 200 0.68 0.62 1.4 12.99 22.27 19.86
LASSO 200 0.88 0.95 1 0.71 0.76 1.26
TLSE 200 0.66 0.62 1.39 0.57 1.18 0.64
LSE 400 0.56 0.94 1.62 12.43 21.23 19.82
LASSO 400 0.59 1.45 1.35 0.57 0.89 0.99
TLSE 400 0.55 0.93 1.62 0.53 0.52 0.57
LSE 800 0.52 0.58 1.75 11.78 20.75 18.95
LASSO 800 0.53 0.62 1.58 0.54 0.75 0.59
TLSE 800 0.52 0.57 1.75 0.54 0.51 0.55
TABLE 2
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Empirical root average mean squared errors of the LSE, the LASSO, and the TLSE for
regression models 1-6. The number of simulations is S = 5000 and the sample sizes are
n = 100, 200, 400, 800. For models 4—6, the LSE is calculated using the first m = |n/5|
covariates in the models.

Estimate n Mod1l Mod2 Mod3 Mod4 Mod5 Mod?©6
LSE 100 0.112 0.209 0.59 0.577 2.102 0.4

LASSO 100 0.139 0.296 0.584 0.071 0.117 0.094
TLSE 100 0.096 0.283 0.587 0.098 0.071 0.036
LSE 200 0.071 0.121 0.631 0.749 2.108 0.412
LASSO 200 0.092 0.161 0.625 0.029 0.075 0.046
TLSE 200 0.062 0.11 0.63 0.021 0.048 0.023
LSE 400 0.046 0.097 0.585 0.714 2.288 0.457
LASSO 400 0.047 0.131 0.58 0.017 0.037 0.028
TLSE 400 0.039 0.078 0.585 0.015 0.022 0.016
LSE 800 0.035 0.061 0.607 0.66 2.038 0.483
LASSO 800 0.035 0.081 0.604 0.013 0.033 0.018
TLSE 800 0.031 0.045 0.607 0.013 0.016 0.01

larity (distance) between the clusters is larger than 0.30, and thus, the average
absolute correlation between the clusters is smaller than 0.70. For each group
of variables determined by the hierarchical clustering algorithm, we perform a
principal component analysis and use the scores of the first principal compo-
nents as covariates in the regression analysis. Our final design matrix has p = 74
columns and n = 6830 rows, and its minimum eigenvalue is p; = 0.004 (which
is greater than log(n)/n = 0.001).
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Fic 6. Least-squares estimates (LSE) and thresholding least-squares estimates (TLSE) of
regression parameters with the corresponding 95% normal confidence intervals (CIs).

Figure 6 shows the LSE and TLSE of the regression parameters with the
corresponding 95% individual normal confidence intervals. The cardinality of
the non-zero regression parameter estimates of the TLSE is 14 (and thus,
74 — 14 = 60 components of the TLSE are set equal to zero). Note that,
the zero components of the TLSE correspond to non-significant components
of the LSE, and the widths of the corresponding confidence intervals are signifi-
cantly smaller. This is in agreement with the theoretical and simulation results
which shows that the TLSE is more efficient than the LSE for sparse regression
models.
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Appendix
Proof of Lemma 2.1. Note first that
var(a” (B — B)) = o%a” (XTX) ta < nto?pit = O((np1) 7).
Hence a” (3 — B) = Op((p1n)~1/?), as stated. To prove (ii), note that
2=m—-p) ' YTI-H)Y =(n—-p)~ e, (I-Hepn,

where H = X(XTX)_IXT is the “hat matrix”, H = (h;;) € R™*", and €., =
(€1,--.,€,)T € R™. Since H is idempotent of rank p, then 2?21 h;; = p. Thus,

Zh <p max h” = p max XT(XTX) LX;
1<j<n (Al)

< (p/(pm)) ax [LX]*= O(p*/(np1) = o(p).-
Hence,

var(6?) = (n — p)~*var(el,,({ — H)e.p)

n

= (n—p) (20 te((1 = H)?) + (ua = 30") (1~ hyy)?)

Jj=1

— (n—p)? [204(71 —p) + (pa — 304)(n 2+ ifﬁj)} —0(n™Y),

where p14 = E(e?). Thus, 52 = 0% + Op(n~1/2), as stated. O

Proof of Lemma 2.2. Since 62 = 0%+ op(1), by Slutsky’s theorem, it is enough
to show that s~'/2a™ (3 — j3) LN N(0,1), where s = n~1o2a”Q 1a. To this end,
note that

—1/2 T(ﬁ 6) _ 8_1/2 T(XTX 1XT€1n Zazez; <A2>

where o; = 5_1/2aT(XTX)_1XZ- € R. Thus, we have to show that Y . | a;€; 4,
N(0,1). To this end, note first that E(a;e;) = 0. Let 02 = var(«;e;). Since
ol =sto?a (XTX) X X (XT X))

(2

then Y7 , 07 = 1. Thus, it is enough to show that the Lindeberg condition
holds (see, e.g., van der Vaart, 1998, p. 20):

ZE(|aiei\QI(|aiei| >6)) =0 forall §>0. (A.3)
i=1
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Since o = s71a” (XTX) ' X; XTI (XTX) 1a, then Y 1, a? = 1/0?. Thus, to
prove (A.3), it is enough to show that
max E(e*I(|aze| > 6)) = 0. (A4)

1<i<n

Since

> < 2 | > )
max B((ase] > 9)) < E(e I(Jel ma o] > 9))

then (A.4) holds provided that maxi<;<n|a;| = o(1). To this end, note that

ol (XTX) 1 X, XT(XTX) a
O-QaT(XTX)—l

< max; <i<n || Xi]*

max a? = max
1<i<n 1<i<n

O(p/(np1)) = o(1).

no?p;
This concludes the proof of the lemma. O

Proof of Lemma 2.3. Without loss of generality, we state (and prove) this result
for the case when K = I. By rescaling, we further assume without loss of
generality that o2 = 1. Since Hy : K3 = I holds, we have

nBTQB =nel,, X(XTX)'QUXTX) 1 X ey,
(Z e X ) (XTX)~ (Z X ) .
Let ,
Yjn = (Z]:eiXi) (xXTXx)~ (Ze X) Zh“
i=1
Since >, hii = p, th;n (2.3) holds provided that
Ym

(2p)1/ 2

Note that {(Yjn, %jn) : 1 < j < n} is a martingale array, where %;, =
oa{€ : 1 < i < j} is the natural filtration and o,{¢; : 1 < i < j} denotes
the o-field generated by {ei,...,€;}. To this end, since Y}, is .%; ,-measurable
by definition, we have to show that E(Y;,|%;-1,,) = Y;_1,, almost surely
(a.s.), j = 1,...,n, where Yy, = 0 a.s., and %y, is the trivial o-field. Let
T; = S7_, €;X;. Then, we write

4 N(0,1). (A.5)

j—1
Yin = (Tjo1 4+ X)T(XTX) NTj1 + 6X;) = > his — hyj
=1
=Yj_1n + 26X (XTX) ' Tj_1 + €hj; — hy; (A.6)

j—1

=Yj 1. +26 Y hjici + (€5 — 1)hy; .

i=1
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Since E(¢;|.#j 1) = 0 a.s. and E(¢;[.F; 1) = 1 a.s., then E(Y; |7 1,) =
Y;_1n a.s.. Hence {(Y},, %) : 1 <j < n}is a martingale array. Consider the
martingale difference array {(Z;,,%;,) : 1 < j < n}, where

Zin=(2p)"?(Yjn = Yj-1n)
i1 (A7)
= (2p)" /2 (263' Zhﬂéz’ + (& — 1)hjj) :
i=1
Let v7, = E(Z7,) and v, = 37, v7,,. Note that
z2, = 2_< (Z hjlel) + (2 = 1)%h2; + dej (€2 — 1)hy; Zhﬂeo , (A8)

and thus,
1
j»n:2_< Zh 4—1h2>. (A.9)
By (A.1), we further obtain
1/ i
2 2 2
j=1 =1
1 n n ) )
j=1 =1
=p tr(H?) 4+ (2p) " (ua — 3) Zh =1+o0(1).

By the central limit theorem for martingale difference arrays (see, e.g., Chow
and Teicher, 1997) and (Athreya and Lahiri, 2006, p. 510), then (A.5) holds
provided that the following conditions hold:

> E[Z],[ -0, (A.11a)
j=1
and
S B(Z,] i) L, (A.11b)

Jj=1

where % denotes convergence in probability. To prove (A.lla), we have to
show that

3) —0. (A.12)

1 n 7j—1 )
(2p)P72 > E( 2¢; Y hjiei + (€5 — 1)hy;
j=1 i=1
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Using Jensen’s inequality |z + y|® < 4(|z| + |y|?) for ,y € R, we obtain
2¢; Z hjie; + (65 — 1)h;j;

4/2; <2€jghﬂ€i ) 3/22 ( & —1)° }) (A.13)

We first prove that the first term on the right side of (A.13) tends to 0. To this
end, using the identity Zj 1 331 = hj; (since H is an idempotent matrix) and

Holder’s inequality E(|Y|*) < (E (|Y|4))3/4, we have

(o) el )}

J=1 j—1 j—=1 j 3/4
= {M4 E( Z Z hijj g h]J3hJJ4€J16J2613€J4)}

J1=172=1js=1js=1

By Cauchy-Schwarz inequality, we thus obtain:

/4
3/4 3/2
S {/MU Z Z h?]lh§]2} = Hy 3hjj .
1 n j—1 3\ 2 n
(WZE Gthjiq ) S p—Z{ ( €5 Zhﬂﬁz
j=1 i=1

3/2 6N 5 Zhn < 3/2 61 . th{fg&fnh }
= FpO(p /(np1)?) = O(1/(np?)) = o(1).

We now show that the second term on the right side of (A.13) tends to 0. To
this end, note that

3/2 Z P51 < 3/2p1121ja<x h3; =p~20(0*/(np1)?) = o(1),

and thus, (A.lla) holds, as stated. Lastly, to prove (A.11b), note first that

1 Jj—1 2
E(Z; .| Fj-1n) = %(4@:@@) +(u4—1)h§j+4u32hj]—hﬁei>, (A.14)
i=1

i=1
where 3 = E(e?). By Cauchy-Schwarz inequality and (A.1), we have

J2)

n n  min(j1
var(Zthh m) =p 2 Z Z Z Pjigi Pitily o i

j=11i=1 Jj1=172=1 i=1
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72 Z Z h]l]l 272 Zhhz Z hjzl

J1=1j2=1
n n

72 Z Z h]l]l jajz — P 20(]92) = 0(1)-

J1=1j2=1

Hence (A.11b) holds provided that

Var{ zn:(Zh zq) }0(1). (A.15)

To this end, note that

var{ Zn:(Zhﬂez> }
k—1
:p_QZZCOV< Z h]]lh]hGhE]zﬂ Z hkklhkk25k1€k2>~

Jj=1k=1 J1,J2=1 k1,k2=1

Note that in the sum above, only the terms for which pairs of indices are equal
are non-zero. Consider the terms for which j; = jo and k; = ko (all other terms
are treated similarly). Hence, we have to show that

—2zzcov(z RS hkheh) —o(1).

j=1k=1 Jj1=1 ki=1

Note further that in the sum above, only the terms for which j; = k; are non-
zero, and thus, by (A.1), we have

n —

pzzzmv(z W, Z R, e )

J=1k=1 Gi=1 k=1
n n min(j,k)—1

=D > D0 ki,
< p_Q(u4 o DZZ Z h?jlhih
<p2(ua—1) > b2, =p 20(p*/(np1)) = o(1).

This completes the proof. O
Proof of Theorem 2.1. Let Ex,k, = diag(E;{}sKﬂ) € R9%5* %5 he the diagonal

matrix of ¥ o = (Q g, k, € R¥%5X9%s where recall that ¢x, = card(K3).
KgKpg sHp B B
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Note first that since X K K, 18 a diagonal submatrix of 2~ 1) then ||Xx K5||<

Q71 |= py*, where ||A| is the spectral norm of a matrix A (see7 e.g., Bhatia,
1997). Since Ex, i, is the diagonal matrix of E;(LKB and EI_(}BKB is a diagonal
submatrix of Q7! then

mineig(Zx,x,) > mineig(El}}iKﬁ) > mineig(Q™) = p; ',

where mineig(A) is the minimum eigenvalue of a symmetric matrix A. Hence,
|_KﬁKﬁ||< p2. Since || AB||< ||A]|||B]|, we further obtain:

Pr man]' <Pr Zﬁ>fy2
e, 7)) 52, =

jEKy 47

= Pr(ng 2’517;5:1_(251(5 > - )
= Pr("Kﬁ F(Kp)IExL IS5 1> v ) (A.16)
< PF<QKﬁp2P1 F(Kg) >~ )
- Pr<QKBF(K5) > pios 72)

By (2.4a) and Lemma 2.3, then Pr(qKﬁF(KB) > p1p;'9?) — 0. Hence, by
(A.16),

Pr(l_ﬁ—j| <~y forall je KB) —1
Tjj
and thus, Pr(Kﬁ - K) — 1.

Since ZJ 7, is a diagonal submatrix of 0~ !, then max;e s, wj; < HZJﬂJ II<
1971= p3 1. Hence

Pr(mln ‘_—]| < fy) < Pr(mln W—BJ' < ,y)

jEJg 054 JjE€Jp 034

< Pr<m1n |ﬂj| — max ij ﬁj' < 7)

Jj€Js O’Jj j€Jg Ojj
= Pr (max |6j__ Bj| > min ‘Bﬂ — 7)
Jj€Jp 054 Jj€Jp O']j
18 — Bl 1851

= Pr| max ——— > n1/267 min —— 5 =
Jj€Js 0jj J€JIB /

< Pr(maxM > n1/27_1p1/2 min|g;| — ) .

JjE€Js O0jj JjEJB
(A.17)
y (2.4b) and Lemma 2.3, similarly to (A.16), we obtain

Pr(min W—]| §’y> — 0.

JjE€Jg Ojj
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Hence, Pr (J5NK # @) — 0, and thus part (i) holds, as stated. Part (ii) follows
similarly to the proof of Lemma 2.2. O

Proof of Corollary 2.1. Since ¥;; = €55, then Q 1 = ZI}, where < denotes

the Loewner partial ordering of symmetric matrices where recall that Q=
the inverse of Q;;. This further implies that 5 < 5a.s.. This completes the
proof. O

Proof of Theorem 2.2. Since m = o(n) and m > ¢, it readily follows that (i)
holds provided that Pr(minje s, ¥; > maxgcr, 7x) — 1. To this end, note that

Pr(ﬂnelblgfy] > maX 'yk) >1-— Z Z Pr 7yk)

j€Jg kEKg
n
n! E XikYi

:1*2 ZPr(‘n e

jeJp kEKg =1 =1 )

=1- Z Z Pr(‘n_IZXij(X?ﬁ+6i) < n_ngik(XiTﬁ—i—ei) )

jE€Jg keKg

SEDID I

j€Jg kEKg

IN

G +n_1ZXu€z ‘Ck+n_1zxik€i
i—1

Note further that for £ € Kz, we have

k] = ’n_l ZXikXiT/B‘ = ‘n_l Z Z XikXijﬁj‘
i=1

i=1jeJs

=o0(1).
jGJﬁ,keKﬁ ( )

n
< {ma } ma. nfl‘ XinXii
>q jEJ};‘Bﬂ X ; ik<)ij

Hence, for n sufficiently large,

Pr(mln'y > max 'yk)

JEJs kEKg

>1-3 >, Pr(lé}—‘ ‘1ZX1]61 < 16l + [~ ZXM>
JjE€Jp kEKp i=1

>1-3 % prinzxw +ynflzxikei mom)
jEJs kEK s i=1 i1

>1—2q(p— P ‘—1 X;i€i| > co/4
>1—2¢(p q)r?ggi{ r<n ; j€ 02/>}

—1—2q(p—q) maX{Pr< 1/2|€'£7LX(J')’ > n1/202/4)) },
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where X) = (X;,...,X,,;)T € R". By Lemma 4 (i) of Huang, Horowitz and
Ma (2008), n=/2€],, X ) is sub-Gaussian, and thus, there exists K; and Ko
such that

Pr(n_l/ﬂean(j)} >z) <K exp(—Kyx?),

where K; and K2 do not depend on j. Hence,

Pr(mm 4; > max yk) >1-29(p—q)K; exp<fK2n(cz/4)2> — 1.
JjE€Js keK,

Thus, (i) follows, as stated. Part (ii) follows as in the proof of Theorem 2.1. O

Proof of Theorem 3.1. Since 6*2 = 02 + op(1), by the (conditional) Slutsky’s
theorem, it is enough to show the consistency result for .2 (5= Y24 (6* — 3)|Y).
To this end, note first that

sV (B~ By = 12 T(XTX 1XT61n Za’ & (A.18)

where &; = §72a(XTX;)7!X, ; € R, X, ; = (X;; : j € /)T € RY, and
&, = (&,...,&)T € R™. Thus, we have to show that

g(; Qe

To this end, note first that E(&;¢;|Y) = 0 a.s.. Let 67 = var(&;€|Y). Since

Y) N0, 1).

62 = 57162 (XTX ) X, X T (XX )

then >0 | 6 2 2, Thus, part (i) follows provided that the (conditional) Lin-
deberg condltlon holds:

ZEM PI(|@Er| > 0)Y) 250 forall §>0. (A.19)

Since L
02 =571at(XTX ;)7 X, XTI (XTX ) ay,

then Y 7 | &2 L] 1/02. Thus, by (A.19), it is enough to show that

max B("2I(ja:e"] > 6)]Y) 250, (A.20)

1<i<n

where, conditionally on Y, €* ~ P. Since

* Ak > < ~%2 Ak > s
1r£11a<an(\e IPI(|ase*| > 0)|Y) < E(e**I(|e | max |ozl| HY) a.s.,
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then (A.20) holds provided that maxi<;<y, |&;| = op(1). To this end, note that

) {a§(X§X DX XD (XX ) }

max &; = max
¢ ¢ T 1, .
1<i<n 1<i<n j(xj XJ) CLJ

_ maxi <i<n || X, jl?

= Op(p/(np1)) = op(1).

no2p;
Lastly, to prove (ii), note first that
57207 (B~ B) = 52T (B~ ) + 5727 (B B).

Note further that
A_l/Q T Z Ni€i + OP

where
—1/2 _ _
i = SJﬁ/ (G,EZ;B (X};.;XJ[;{) 1Xi,Jﬁ - aT(XTX) 1X’L)

_ 2 T
and sy, =n~ lo aJaQJgJ aj,. Since
s=n"to%aTQ ta < nilaZaTap <nlo aTQJﬂlJﬁapl_lpg = pgpl_lsJﬂ

and limsup,, pl_1 p2 < 00, it follows that 072] < 00, where

n
2 . 2
o2 = lim E =
n n— o0 T]'L
i=1

Using the same approach as in the proof of Lemma 2.2 and Theorem 2.1, it
follows that

Y276 B) S N(0,02).

By Slutsky’s theorem and the continuous mapping theorem on &2, the space of
distributions on R, it readily follows that (ii) holds, as stated. This completes
the proof. O
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